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The present document has been prepared within the framework of the
authority and competencies of the Cyprus Agency of Quality Assurance and
Accreditation in Higher Education, according to the provisions of the
“Quality Assurance and Accreditation of Higher Education and the
Establishment and Operation of an Agency on Related Matters Laws of 2015
and 2016” [N. 136 (1)/2015 and N. 47(1)/2016].

A. External Evaluation Committee (EEC)

Name Position University

Benny Pinkas Professor Bar llan University

Bracha Shapira Professor University of the Negev
Georgios Kambourakis Associate Professor University of the Aegean
lordanis Kavathatzopoulos Professor Uppsalla University

B. Guidelines on content and structure of the report

e The EEC based on the external evaluation report (Doc.300.1.1) and the Higher
Education Institution’s response (Doc.300.1.2), must justify whether actions have been
taken in improving the quality of the programme of study in each assessment area.

¢ Below each assessment area the EEC must circle the degree of compliance.

The School of Sciences of European University Cyprus wishes to express its sincere gratitude to
the External Evaluation Committee (EEC) for the evaluation of the postgraduate program:
Cybersecurity (MSc) — Distance Learning (DL). It is with great pleasure that we noted the
positive feedback of the EEC and we appreciate its insightful and critical recommendations which
provided us the opportunity to improve the quality and implementation of the program. In the pages
that follow we have responded to all recommendations for improvement provided by the EEC and
we provide all information and the accompanying documents explaining the actions taken to
ensure that the proposed program is of high quality and addresses all EEC recommendations.
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1. Study program and study program’s design and development
(ESG1.1,1.2,1.8,1.9)

EEC Comments:

Findings:

The study program is designed to provide the students with a high-
level introduction to the field of cyber security. The program is
composed of six compulsory courses, in addition to either a thesis or
three additional courses. The courses cover relevant areas, but most
of them only give a high level theoretical/survey perspective, and there
is a lack of courses that give the students a hands on experience.

Strengths:

The courses in the program introduce the students to most of the
topics that are relevant for Cybersecurity.

Areas of improvement and recommendations:

The study program does not give the students the practical knowledge
to start working in the area. It is true that an academic program is not
intended to give practical knowledge that is usually learned in
professional courses about specific tools or procedures, but it is
essential that the students learn the basic skills of analyzing and
solving problems in the related field. In particular, our opinion is that
the following intended learning outcomes listed in the Application for
Evaluation, are not met:

e Gain expertise in both theory and practice of Cybersecurity

e Design and implement networked, software and distributed
systems with Cybersecurity in mind

e Secure both clean and corrupted systems, protecting personal
data, securing simple computer networks, and safe Internet usage

e Incorporate approaches for incident analysis and response

e Incorporate approaches for risk management and best practices

In the context of cyber security, the best way to ensure that students
learn about the practice and implementation, is through hands-on
programming exercises. Even in theoretical courses such exercises
can verify that the students understand the material. Also, this
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familiarizes the students with challenges that occur in the real world.
Even if the students work as managers, or only oversee work that is
done by external contractors and suppliers, it is essential that they
understand what these suppliers are doing.

In the proposed program, programming exercises are given in the
course on Ethical Hacking and Penetration Testing (CS607). We
strongly recommend that the students will also need to do hands-on
programming exercises in the Network security course (CS603), and
at least one such exercise in the cryptography course (CS602). It
would be useful to add such exercises to other courses, as well. The
courses describe the basic knowledge in the areas that they cover,
and in general do not cover the most up-to-date research results. This
is to a large extent expected since the students need to learn the
basics first. Also, most of the teaching staff is not involved in active
research in the areas of cyber security. However, it is highly preferred
that each course will describe in the last weeks some up-to-date
advanced material.

The study program contains a thesis. The committee has examined
several theses from the Information Systems masters program, and
thesis topics for the cyber security program. The theses include a
literature survey and a limited analysis of it. Few of the suggested
topics require any implementation work, and most of the suggested
topics are too general. (See our recommendation in Section 2.)

The web information about the conventional cyber security masters
program describes all general information about the program, but does
not give detailed information about the courses. In particular, with
regards to the distant program, and if it is accepted that the program
needs to contain substantially more programming exercises (which
might be challenging to some students), then this should be presented
to the students before registering to the program.

EUC reply:

In order to enhance the program’s quality by upgrading the practical knowledge to
be acquired by students and by encouraging the analytical and problem-solving
skills that students will acquire from it, hands-on exercises were added to the
following courses:

o CYS603 Communications and Network Security (see attached Study Guide,
pp. 25, 35, 46, 47,59, 71, 53, 79).
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CYS604 Cryptography (see attached Study Guide pp.13, 66, 89, 100, 112,
139)

CYS606 Cybersecurity Architecture and Operations (see attached Study
Guide page 10)

In addition, as indicated by EEC, CYS607 Ethical Hacking and Penetration Testing
and CYS625 Incident Response and Forensic Analysis courses, already included
hands-on exercises (see for your convenience, attached Study Guides: pp. 21, 26,

31,

34, 43, 50 for CYS607; pp. 16, 27, 36, 48, 51 for CYS625). Please also see in

Appendix B listed samples of assignments that include hands-on programming
exercises.

Based on the recommendations of EEC, with the changes we have applied to the

pro

gram as a whole, we believe that the learning outcomes listed below are now

fulfilled, and a brief explanation is provided for each case below:

“Gain expertise in both theory and practice of Cybersecurity”: as mentioned
above, practical exercises have been infused in most of the courses (namely,
CYS603, CYS604, CYS606)

“Design and implement networked, software and distributed systems with
Cybersecurity in mind”: courses comprising the Cybersecurity (MSc) program
are formed in such a way to allow students to have a holistic view of
Cybersecurity and design, implement and infuse Cybersecurity in networks
formation and software creation.

“Secure both clean and corrupted systems, protecting personal data, securing
simple computer networks, and safe Internet usage”. CYS607 Ethical Hacking
and Penetration Testing course, aims to provide students the opportunity to
effectively use different tools and techniques of ethical hacking to protect and
secure systems and networks, and more specifically to critically evaluate
security technigues used to protect system and user data. Along with CYS624
Data Privacy in the era of Data Mining and Al and CYS603 Communications
and Network Security, students will be able to categorise and point out aspects
of network security (wired, wireless and mobile) and the importance of data
gathering, as well as the protection of such data that will lead students to
achieve the learning outcome as proposed.

“Incorporate approaches for incident analysis and response”. The course
CYS625 Incident Response and Forensic Analysis aims to explain the
principles and legal aspects of incident response and forensic analysis and
appreciate where these principles should be applied. Further, it aims to apply
the core concepts, knowledge and practice of digital forensic methodology to
computer crime investigation and describe forensic investigation approaches
and the most up-to-date incident investigation techniques from an incident
response perspective, including live analysis.
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e ‘“Incorporate approaches for risk management and best practices: We have
incorporated the main approaches for risk management and best practices in a
number of weeks throughout the CYS623 Study Guide. See for instance, Week
2 “Cyber Security Standards and Best Practices”, Week 8 “Risk Assessment
Approaches”, and in Individual Assignment Week 8.

Additionally, some courses have been enhanced with up-to-date advanced
materials, as recommended by the EEC. Specifically, courses now include recent
Cybersecurity events and their related impact, as well as which controls fail to
adequately protect against the related threats (CYS606, CYS607). Moreover,
CYS623 content was updated to include the latest developments of the European
Union Agency for Network and Information Security (ENISA) and the Cybersecurity
Framework of the National Institute of Standards and Technology (NIST), as well
as latest recommendations and high priorities, amongst other advanced and
current methodologies of internationally recognized institutions.

Regarding the theses examined by the EEC, it is important to note that these
concern the existing program of Information Systems (MSc). We have, however,
taken EEC’s recommendations into serious consideration and we have updated
our perspective as to how to improve the thesis topics in the Cybersecurity (MSc)
program. Please refer to Appendix C for some new Master Thesis topics that will
be assigned to the Cybersecurity (MSc) program which are more demanding as
anticipated by the EEC. Moreover, given that this specific observation of the EEC
was identified by the Department of Computer Science and Engineering itself as
well, the Department has decided to revise its overall regulations on the types of
Master's Theses it will accept. Each thesis will now lead to a measurable result,
such as solving an actual industry problem, or producing part of an article that is
submitted for publication. While the Department is still in deliberation about the
specifics, we totally agree with the EEC that the Master's thesis topics should
provide something more than the development of simple applications or surveys.
With this in mind, we aim to establish before the beginning of next semester our
Master's Thesis Guide for all the Master's theses produced in the Department.
Given the short timeframe to respond to this Evaluation Report, the Department
may provide its Master’s Thesis Guide to the Cyprus Agency of Quality Assurance
and Accreditation in Higher Education before the beginning of the coming
academic year.

As far as the program profile, description of courses, learning outcomes and all
relevant information, we would like to inform the EEC that these are available to all
existing and prospective students, graduates, other stakeholders and the public as
soon as a program receives accreditation. This is an obligation for every program
of study upon receiving accreditation. For instance, as indicated at the time of the
EEC visit, information about the conventional Cybersecurity (MSc) program appear
on the University’s website at:
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https://www.euc.ac.cy/easyconsole.cfm/id/176/dep/167/program_id/187.  When
visiting the link, you may see a brief description of the program along with the
program outline and curriculum. To get detailed information about each course, the
visitor can click on each course code and see the course syllabus of the selected
course. We endorse with the EEC’s recommendation to exemplify the description
text of the existing conventional Cybersecurity (MSc) program which as you might
see at the same link above it has been edited and now has as follows on the
University’s website:

“The Master degree in Cybersecurity that spans over the core areas of cyber
security, embraces technical subjects and at the same time aspects of law
and social sciences, risk management and cryptography giving students an
excellent basis for a future career in the Cybersecurity field. MCYS
curriculum covers, cryptography, network and web security, law, ethics, and
privacy, cyber offense and cyber defence, governance, policy and
compliance, ethical hacking techniques and penetration testing and incident
response and forensic analysis. Courses include coursework in the field of
Cybersecurity by granting them access to state-of-the-art technology labs
to strengthen their practical understanding of the concepts discussed. It also
gives students the opportunity to work on a master thesis in a more
dedicated manner.”

When the distance education Cybersecurity (MSc) program will be accredited, a
new separate page will be created with a concise description of the program, and
a detailed description of what the program offers and its aims and requirements.
No information my be provided for a program before it has been officially accredited
by the Cyprus Agency of Quality Assurance and Accreditation in Higher Education.

Please circle one of the following for:
Study programme and study programme’s design and development

Non-compliant Partially compliant Substantially compliant Fully compliant
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2. Teaching, learning and student assessment (ESG 1.3)

EEC Comments:

Findings

The program includes 6 courses and some elective courses that cover
the main topics in cyber security. The materials are quite basic and
provide merely an introduction to cyber security. The University has
6200 students and maintains 90 programs, thus it is difficult to
maintain expertise in every program of study. The structure of the
courses and the assessments is quite similar for all the courses. There
is a limited number of (~6) lectures given by the teacher. The materials
are recorded and uploaded to the e-learning platform (Blackboard)
and are available for the students in an asynchronous manner. There
are basic self-assessment questions (~2) for every week of study and
typically, some mandatory assignments, individual or group based.
There is a final exam. Typically, the assignments are 50% of the final
grade and the final exam is 50%, meaning that it is required to have
minimal knowledge in order to receive credit for a course. The overall
learning process seems to be organized. The information about the
assessment is provided in the syllabi, and so are the learning
outcomes, and the detailed content of the course. However, the
assignments are very basic, and do not require too much learning
effort from the students. The assignments conform with the low-
demanding declared learning outcomes of the courses. For example,
the CYS607 course on ethical hacking and penetration testing, the
learning outcomes require the students to be able to describe ways to
conduct hacking but not to actually be able to perform them, as could
be expected. Thus, in accordance with that, the assignments don’t
require more than a basic technical effort from the students, Also the
time load for the students that is allocated by the teachers seems to
be far higher than our estimated actual. Each syllabus includes a
bibliography, but it is not always relevant to the course content, or does
not reflect the latest state of the art materials. For example, the
research methods course content is mainly about statistics and design
of experiments, but the bibliography consists of a book on research
methods in cyber security, which is not really covered in the course.
As another example, the course CYS624 which teaches privacy in the
era of big data is based on papers dated to 2011 (the latest) and does
not discuss GDPR. A last example of this situation is the absence of a
reference to the ISO/IEC 27000 family of standards in course CYS602.
As for students’ support during a course and the teacher’s availability,
the teachers reported about their intensive communication with the
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students, and the students that we met reported that they receive all
the support they need.

Strengths
e The teachers seem to be dedicated to their jobs and good teachers

(even if they are not the best experts in their fields).

e The institution is very responsive to their students.

e The students seem very satisfied with the institution and their
studies. Note that no student enrolled to the conventional
Cybersecurity program was present in the corresponding meeting
hour.

e The institution seems to be very organized, the syllabi are very
informative and includes all the required assessment parts.

Areas of improvement and recommendations

e The assignments are not demanding enough, especially for the
technical courses. They don't reflect the time load that is allocated
to them and do not always meet the objective of the courses.

e The content of the courses does not reflect the state of the art in
the corresponding field.

e Some courses seem to cover too many topics and this may result
in poor learning outcomes.

e Some courses present considerable overlap with others.

o Course CYS622 entitled “Current trends in Cybersecurity” seems
to be too general to be included in the list of elective courses.

e Course CYS624 lacks a discussion on major anonymity networks,
including Tor and 12P.

e The quality of the theses is very low, they are not research theses,
but rather technical projects that do not seem to qualify for 30
credit points.

e The presentation (defence) of the thesis should be done in face-
to-face manner and not via the use of teleconferencing software.

e Students should be actively involved in research activities either
in the context of their thesis or via their participation to research
projects as assistants.

e The balance between the exam and the assignments allows
students that receive illegitimate help from others to get credit for
courses with minimal knowledge.

e Where possible, assessment should be carried out by more than
one examiner.
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Recommendations

e Update the assignments to be more demanding to include
technical, practical and cognitive challenges

e Update the content of the course to reflect the state of the art in the
field of interest.

e Cybersecurity is a constantly changing field, hence the courses
should be updated on a

e continuous basis.

e Revise the method of defining a thesis and apply more demands
on theses towards subjects that require more than the
development of simple applications or shallow surveys.

e Change the balance of the final grade by putting more emphasis
on the exams.

EUC reply:

The national regulations define the balance between exams and assignments 50%
- 50%) (see http://www.kysats.ac.cy/index.php/el/genikes-plirofories/spoudes-ex-
apostaseon). This ratio is implemented for all EUC Distance Education programs
of study. In the Distance Education Cybersecurity (MSc) more specifically, the 50%
for assignments is divided into 20% individual work, 20% group work and 10%
activities. The activities listed on the Study Guides that were submitted to EEC, are
showing only the 10% of the marked activities per course. These activities, as
indicated by the same regulations of the Cyprus Agency of Quality Assuranceand
Accreditation in Higher Education aim to provide self-evaluation/assessment
opportunities and structure to the students. The aim of these assignments, marked
with 10% of the total final mark, is to provide the opportunity to the student to self-
regulate her/his learning. Additional to these activities there are other marked
Assignments carrying 40% of the student’s final mark. These are not shown on the
Study Guides, given that they are assigned by each instructor. The EEC did not
have thus the opportunity to review such assignments. These assignments have
much higher complexity (including technical, practical and cognitive challenges)
and require much more effort and time from students to be completed. In Appendix
B you can find example of such assignments.

In addition, the learning outcomes listed in the course syllabi have been reviewed,
in order to higher the requirements as per EEC’s comments, to match the time-
load required for the successful completion of the course, and depict the practical
aspect added to the courses as mentioned in Section 1. As far as the bibliography,
the bibliography section of each syllabus has been carefully reviewed so that it is
updated and thus reflect the latest state of the art materials. Moreover, overlapping
has been observed into courses and more specifically in the courses CYS603,
CYS604, CYS607, as discussed during EEC’s on-site visit. Despite that some

10
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overlapping will always exist in Cybersecurity courses due to its interdisciplinary
and multifaceted nature, we have carefully observed the overlapping areas to
ensure they will be studied in a different way/angle according to the aim and
specific learning outcomes of each course.

As far as the course CYS622, this has been renamed to Special Cybersecurity
Topics. The aim of this elective course is to provide the opportunity to the program
to offer to students additional contemporary or more specific topics to those
covered by the existing courses in the program. As you might see in the new
syllabus we prepared, the course provides space for such an approach. You may
also refer to the attached sample syllabus and Study Guide which demonstrate
how this course might be approached in the offering of the program.

Regarding the course CYS624, we have conformed with the EEC’s
recommendations and thus the bibliography is updated, and the content has
changed to discuss GDPR, anonymity networks and ethical considerations. In
addition, CYS602 Introduction to Cybersecurity course content has been improved
to include reference to the ISO/IEC 27000 family of standards.

Face to face manner for Thesis defence is of course an option, especially for
conventional studies and for local students. This, however, has a number of
shortcomings for Distance Education programs and students who do not reside
close to the university offering a distance education program (especially students
that live in abroad). The Cyprus Agency of Quality Assurance and Accreditationin
Higher Education thus does not foresee for an on-situ thesis defence procedure.
As such, our university (as others in Cyprus) conducts an open to all the academic
community defence procedure by sharing a Blackboard web-link which is sent to
students and staff in a given program of study in order to have the ability to attend
the defence. In this way the procedure is aligned to the open character of the
defence.

Students are expected to be actively involved in research activities in the context
of their master’s thesis as mentioned in Section 1 as well. Moreover, through the
CERIDES (www. cerides.euc.ac.cy) Center of Excellence of our University, certain
calls are announced per semester for MCYS students wishing to be further
involved in research activities.

Blackboard Platform operates Turnitin system as a plagiarism control system which
aims to ensure academic integrity and this is used by all distance education
instructors in all distance education programs of study.

Please circle one of the following for:
Study programme and study programme’s design and development

Non-compliant Partially compliant Substantially compliant Fully compliant
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3. Teaching Staff (ESG 1.5)
EEC Comments:

Current state and deficiencies

Five out of seven members of the teaching staff are special scientists
(1) or special teaching personnel (4). So, in total, 5 of 7 do not hold a
permanent position in the hosting institution. The coordinator of the
proposed program is at the Lecture rank with rather limited experience
in the field. It is expected that such a position is allocated to permanent
experienced personnel who is at the rank of full professor or associate
professor. With reference to their CVs, most of the teaching staff is not
very much  security-oriented. They mostly publish in
journals/conferences that lie outside the field of information security
and privacy enhancing technologies. Also, the research profile of the
teaching staff is rather weak, i.e., only two of them have more than
250 citations (264) as reported by Google scholar, and almost all of
them do not present a strong research record, namely publishing
frequently in prestigious international journals and/or conference
proceedings. The EEC found some discrepancies between what is
reported in the 3rd column of Table 3 (“discipline/specialization”) of the
proposal and the specialization of each of them as given in their
personal page, and their scientific profile in general. The number of 12
teaching hours per week per each member of the teaching staff is
rather high. This may result in poor results in conducting equally
important  tasks including scientific research and the
writing/participation of/in research projects. In the latter cases, a
member of the teaching staff may be allowed to teach 3 to 6 hours
less, but the way the missing hours are compensated by the
department and the university in general is not defined. According to
the curriculum of each lesson and the meeting with the teaching staff,
a limited number of lectures per course is delivered by industry
specialists. However, there is no evidence or reference of inviting
recognized visiting professors in the field of Cybersecurity to deliver
lectures, seminars, etc. The ECC also underlines the absence of
summer schools organized by the department in the field of
Cybersecurity and privacy enhancing technologies.

Suggestions

- The department should consider ways of reducing the teaching
workload of the teaching staff and focus on strengthening and easing
the research activities of the teaching personnel, e.g., by granting
awards and additional funding for doing research of high quality.
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- The department should recruit permanent high-ranked personnel,
i.e., at least one more associate professor and 2 assistant professors
who have a solid academic background and are actively working on
the area of Cybersecurity.

- The curriculum of each course should include lectures delivered by
experts in the field of interest.

Also, the department should consider the possibility of organizing
summer schools and workshops in the area of Cybersecurity and
privacy enhancing technologies.

EUC reply:

Three (3) out of seven members of the teaching staff are full-time faculty of EUC
(as shown in Table 4 in the application) and four (4) are scientific collaborators.
According to CY.Q.A.A. the coordinator of a program needs to be a full-time faculty
of the institution of not a specific rank (http://www.dipae.ac.cy/index.php/en/news-
and-events/announcements/13-dipae-el/dipaeel/anakoinoseis/180-2018-10-25-
syntonistes-programmaton-spoudon). This can change with the three new
openings for full-time faculty in the rank of professor, associate professor and
assistant professor which the University has already advertised based on the
EEC’s recommendations. The three new academic positions are in the area of
Cybersecurity with a requirement of strong research background, in an attempt to
enhance the research profile of the MCYS teaching personnel. The link for EUC’s
website and the respective vacancies is: https://www.euc.ac.cy/en/school-of-
sciences-vacancies/department-of-computer-sciences-and-engineering---
academic-positions. In Appendix A you can also find the newspaper
announcement. As in all hiring procedures at the EUC, the applicants research
profile and activities are taken as prime consideration for hiring purposes. The
University through its Charter and its Research Policy provides strong incentives
to faculty to carry out quality research that will lead to publications in prestigious
international journals and therefore high citations. According to the University’'s
Research Policy (see Appendix D), each teaching personnel involved in research
or having a number of publications/conferences presentations, is entitled teaching
load reduction per academic semester/year. Based on this Research Policy, a full-
time Faculty member can teach as low as 6 hours per week. If a member of the
teaching staff takes advantage of the teaching load reduction scheme, then part-
time personnel is hired to cover the missing hours for as long as needed Moreover
the university offers internal grants for research and funds for papers publication
fees and conferences presentations. In addition, promotion in rank is achieved by
demonstrating such a strong publication record.
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It is also noted that two of the faculty members teaching in the program, namely
Dr. Danidou and Dr. Kioumourtzis were and currently are actively involved in EU
funded research projects in the areas of Cybersecurity. As an example some
projects are: PrEsto Cloud (H2020), AsgardWeb (H2020), ARCADIA (H2020) and
others.

In a number of courses there are invited lectures by industry specialists related to
Cybersecurity. These lectures are explicitly stated in the Study Guides, and in the
case of the conventional MCYS program, we have successfully implemented many
invited lectures. Particularly, we have invited the Commissioner for Personal Data
Protection who discussed GDPR issues as well data protection in a business
context with students. Moreover, other good existing examples are the Standards
Officer from the Cyprus Organisation for Standardisation, and an expert advisor in
the fields of Enterprise Risk Management, Compliance, Physical and Information
Security and Organisational Resilience. However, as per EEC’s recommendation,
we will also invite visiting professors from the Cybersecurity field to deliver lectures,
seminars, etc, as well as to conduct on an annual basis webinars of contemporary
Cybersecurity topics.

Regarding the suggestion for organising summer schools, this can be considered
taking in account the needs and demands of the first cohort of students. The
Department considers this recommendation as of high value and quality for the
overall experience the students will gain by deciding to pursue the Cybersecurity
(MSc).

Please circle one of the following for:
Study programme and study programme’s design and development

Non-compliant Partially compliant Substantially compliant Fully compliant
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4. Students (ESG 1.4, 1.6, 1.7)

EEC Comments:

Findings

The students are accepted to the program if they have a CS or relevant
degree from any accredited program from anywhere in the world. Also,
as reported by the administrative and teaching staff, students from
other disciplines may be accepted after taking some fundamental
courses. It was not clear what fundamentals are required and what
other disciplines are at all considered. The administrative staff
declared that the students do not pay extra fees for the fundamentals
courses.

As reported, the dropout rate is very low, which is very untypical to
Computer Science degrees. The reasons for that can come from the
good support that the students receive or/and from the not very
demanding program. We believe that both reasons apply here.

The program outcome does not fully comply with the declared learning
outcome (as discussed in part 1). The students should receive a
correct description of the actual outcome of the program.

The students seem to be very satisfied from the communication with
the teaching staff, the support they receive, and from the teaching
evaluation procedure. They reported that teachers that are found to
be incapable by the students are fired. The extent of considering
student’s desires is even a bit exaggerated to the level that they affect
the program of study and professional decisions. For example, the
teaching staff describe a case where a fundamental course was
cancelled being not popular among the students.,

It is noted that the institution just transformed its teaching evaluation
procedure to an automatic process for better efficiency.

The students receive an M.Sc degree in cyber security from the
School of Sciences with supplements that comply with the EU
regulations.

The institution reported of very high employability of their graduates in
the market, however, since this is a new distant learning program, and
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the relevant conventional pr
impossible to assess the level of employability of the graduates

Strengths
- Good communication between the students and the teaching staff

- Good support for students

- Good teaching evaluation procedure

Areas of improvement and recommendations

- Unclear and not sufficiently regulated admission process.
- Unmet learning outcome and objectives of the program

- The program is not demanding enough

Recommendations

- Clarify the criteria for acceptance to the program

- Adjust the declared learning outcome to the actual content of the
courses.

- Higher the requirements, do not consider all students requests about
courses

EUC reply:

The content of the courses has been revised to reach higher standards as per
EEC’s comments and the bibliographies have been updated. Thus, the learning
outcomes have been revised, were necessary, to match these changes and higher
the requirements of the courses. By adding new content in the courses, we aimed
at improving the quality of the program as a whole and make it more demanding
for our students.

As far as the student admissions criteria. These are as follows:

General admissions criteria for master’s programs of study:
e A recognized Bachelor’s degree or its equivalent.
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e Proficiency in English. Applicants-estsemiprootet=nghsirprofieteney=—t his

must consist of at least one of the following:

a. Proof that undergraduate instruction and coursework has been done in
English

b. The Test of English as a Foreign Language (TOEFL) examination with a
minimum score of 550 (paper-based total) or 213 (Computer based total).

c. IELTS with a score of 6.5 or English GCSE (GCE) O’ Level with “C” or
above.

In cases that the above English language requirements cannot be met for

practical reasons, a student shall take the English Placement Test of the

University. The minimum level for the student to be admitted to a post-graduate

program is ENL102-Advanced English.

Specific admissions criteria for the Cybersecurity (MSc) program of study:

e An undergraduate (Bachelor's) degree in Computer Science, Computer
Engineering, Information Systems, Electronic Engineering or a related field
from an accredited college, university, or higher education institution

Or

e An undergraduate (Bachelor's) from a variety of backgrounds related to
computer science and electronic engineering, such as mathematics, branches
of engineering, and related disciplines which can be considered eligible upon
completion of foundation courses on Cybersecurity. For these applicants who
cannot proceed directly to the program of study, the Program Committee will
decide, on an individual basis, which foundation courses these applicants will
be required to take among the following:

o ECE210 - Computer Organization and Architecture

o CSE300 - Data Communications and Computer Networks

o CSE320 - Operating Systems
Upon evaluation of the assigned foundation courses, the applicants will then
be formally accepted to the Cybersecurity (MSc) program.

All eligible applications will be evaluated by the Evaluation Committee of the Program
that will rank the candidates based on:

o Grade Point Average (GPA) of their undergraduate degree
e Working experience in the relevant field.

The Evaluation Committee of the Program reserves the right to conduct interviews
when necessary, request additional information and to adopt any additional criteria
it may deem necessary.
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Regarding the dropout rates of relevant-programe-e-the-cyberseet ty-tsey—

program, for the undergraduate program of Computer Science numbers range from
9.28 — 19.09 and for postgraduate programs range from 5.56 — 14.29.

On other comments of the EEC provided in this section:

e The material of the courses has been revised as to meet the learning outcomes
of the program. The program will be more demanding after adopting the EEC's
suggestions.

e Student's suggestions are considered as the Cyprus Agency of Quality
Assurance and Accreditation in Higher Education requests their representation
in various committees such as in the Program Evaluation Report Committees.
In no case though, the students have the primary and sole role in decision-
making processes regarding the University’s programs of study and
implementation.

Please circle one of the following for:
Study programme and study programme’s design and development

Non-compliant Partially compliant Substantially compliant Fully compliant
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5. Resources (ESG 1.6)
EEC Comments:

Findings

The program under evaluation is a distant learning program, thus the
physical facilities at the institution are not relevant besides the distant
learning platform that is described in section 6.

In addition, access to materials of the library is granted through open
access via VPN and the library is taking part of the national project
that unites all high academic institutions in Cyprus into one non-profit
organization that has an agreement with a great number of major
publishers to provide access to students to relevant academic
resources.

As for the labs, physical labs are of course not mandatory, the teaching
staff reported that they use virtual machines for technical practice
which seems rather adequate for the program at hand.

Strengths
NA
Areas of improvement and recommendations

NA

EUC reply:

NA

Please circle one of the following for:

Study programme and study programme’s design and development

Non-compliant

Partially compliant Substantially compliant Fully compliant
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6. Additional for distance learning programs (ALL ESG)

EEC Comments:

EUC is an established university with several years of experience in
providing distance education. In order to grow as a small university in
a very small country, EUC has to expand internationally. A way to
achieve this is by offering courses that satisfy the need of education
in Cybersecurity for students anywhere in the world.

The proposed course of Cybersecurity can rely on EUC’s previous
experience on Distance Learning courses. The needed technical
infrastructure is already there as well as the teaching staff that has the
skills to teach in distance learning courses. A special Distance
Learning Unit is there to prepare and support teachers and students
as well as to coordinate technical procedures and equipment. A
conventional course on Cybersecurity is given so there are
experienced teachers available in this special subject.

The philosophy of the proposed Distance Education Cybersecurity (MSc)
program is a more on the cooperation mainly between individual student
and teacher and not between students, except in the cases of group-work.
A stronger cooperation model would imply the introduction of peer-reviewing
of individual assignments and thesis.

The focus of Distance Learning Unit and the courses and support it provides
seems to be more focused on technical infrastructure issues and on course
procedures in distance learning rather on the pedagogical challenges of this
kind of education.

EUC reply:

In the conventional MCYS program, we have applied during the last semester the
peer-reviewed system to enhance the cooperation of individual students. We plan
to take this further and apply the peer-review systems for individual assignments
in the DL Master in Cybersecurity program as well. Additionally, to enhance the
cooperation between students, we already apply forums and group activities.

Distance Education has a concrete pedagogical model adapted to the special
characteristics of DL students and based on three fundamental elements

- resources, collaboration and guidance - that all advocate in students’
achievements. Teaching methodology is based both on student-centered
approach and on high-tech material use. The teacher’s primary role is to coach
and facilitate student learning and the overall comprehension of material as well.
Web-based learning such as virtual laboratories, case studies, group discussion,
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brainstorming, audio-visual presentation, individual assignments, seminars, quiz,
group project are of significant use.

Please circle one of the following for:
Study programme and study programme’s design and development

Non-compliant Partially compliant Substantially compliant Fully compliant

7. Additional for doctoral programs (ALL ESG)
N/A

8. Additional for joint programs (ALL ESG)
N/A

C. Conclusions and final remarks

EEC’s comments gave us the opportunity to improve our program and raise the
requirements to make it more demanding for our students.

Overall, we have completed the following changes to meet EEC’s comments:

1. The learning outcomes of the courses have been changed, where necessary,
to be more focused and demanding.

2. The Study Guides submitted to EEC included a number of graded activities,
but not the actual assignments. Please refer to Appendix B to see more specific
assignments and to judge the level of complexity.

3. Hands-on programming exercises were added to a number of courses, to
enhance the learning experience of students (see Section 1 above)

4. The bibliography of each course was updated to include up-to-date material.

5. We have taken EEC’s comments into consideration and thesis topics will be

from now on more demanding, and will end-up to research results. Students

will also be involved in research, through the Centre for Risk and Decision

Sciences (CERIDES) and the funded projects it participates and submits.

The syllabi have been revised to meet the specific comments received by EEC.

New hirings have been announced to address the comment of enhancing

research in the field of Cybersecurity.

No

Taking this chance to refer to any changes to the program, please note upon the
program’s accreditation, the following course codes will be used.
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Course codes

CYS600 Introduction to Cybersecurity 10
CYS615 Communications and Network Security 10
CYS625 Cryptography 10
CYS630 Cybersecurity Policy, Governance, Law and 10

Compliance

CYS645 Cybersecurity Architecture and Operations 10
CYS655 Ethical Hacking and Penetration Testing 10
CSE600 Research Methods 10
CYS670 Special Cybersecurity Topics 10
CYS675 Cybersecurity Risk Analysis and Management 10
CYS680 Data Privacy in the era of Data Mining and Al 10
CYS685 Incident Response and Forensic Analysis 10
CSE670 Master Thesis 30

The EEC must provide constructive conclusions and final remarks

22
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Appendix A

red

European School of
University Cyprus | Sciences

Academic Vacancies ,
mmammum&mmwd
European umcmnmmmmmmhmmm
of Cybersecurity at any academic rank for the following specialization areas:

» Machine Learning » Digital Forensics

» Penetration Testing » Network Security

Number of positions: "
One faculty member in the rank of Assodiate Professor ot Professor
Two faculty members in the rank of Lecturer or Assistant Professor

Candidates should submit the following documents:
»_ Letter of interest » Proof of qualifications
» Curriculum Vitae » Two reference letters

European University (yprus

6 Diogenes Street, Engomi, Nicosia
P.0.Bax 22006, 1516 Nicosia, Gyprus
Tek+357 22713000

Fax +357
B2 Mmu\famtiooubo\nthemreddo:msonmmbsn:mm

Application process:
Appliadonmbnﬂneddemmkdlytomemﬂesoumw
Emall: hrm@euc.ac.cy by Monday, 15t of July 2019

Tek: +357- 22713061 _




Appendix B

CYS604 Assignment - Vulnerability scanning (20 points)

In most cases, your local network consists of you ADSL modem that is an all-in-one box
with the modem, firewall, router, switch, firewall and a wireless Access Point (AP) similar
to one presented in Error! Reference source not found..

In this assignment, you are requested to conduct an Internal and External vulnerability
scanning in your home network. In an internal vulnerability scanning, you will have to
discover all the hosts in your home network and discover any open ports of all the devices
that are connected to your home router. To do so, you will need to use nmap and perform
a number of different scans for TCP and UDP. You have to take screenshots as a proof
of your work and explain your findings.

In an external vulnerability scanning, you can use a number of tools that are already
provided to you in the Lab sessions. You need to find your ip address and choose some
of the tools to run external scanning to your router. Again, you will need to take
screenshots as a proof of your work and explain your findings.

Firewall settings: Open your network firewall and make sure that DMZ is not enabled.
Explain the meaning of the DMZ and make sure that you have not running services inside
the DMZ unless it is necessary. You will need to take screenshots as a proof of your work
and explain your findings.

All the above results with explanations of the tools you have used will be submitted as a
report.

In addition to this, you are requested to present your work in the classroom and get ready
to provide explanations on your work, at the end of the course.

CYS604 Group Assignment: Packet Inspection with Wireshark (20
points)

Wireshark is a free and open source packet analyzer. In your home computer use
Wireshark to capture packets that are destined to and sourced from your computer. We
suggest you to capture the packets over the time of few seconds.

A quick tutorial on how to install and capture packets is provided in this link .
After you run Wireshark and capture a number of packets examine the following:

1. Identify your internal IP address by running either ipconfig (Windows) or ifconfig
(Linux).

2. Check all the TCP and UDP packets and identify the source and the destination
address.

3. Identify the port number for each packet for both TCP and UDP.

4. Check to see known vulnerabilities associated with the specific port numbers by

using an online Database (https://www.speedguide.net/ports.php ).



http://www.speedguide.net/ports.php

5. Identify either the source or destination of each TCP and UDP packet by using
an online 1P Lookup Tool.

Take some screenshots to prove your findings, report the results and provide justification
of your findings.

CYS604 Individual Assignment (20 points)

The individual assignment includes solving questions related to the syllabus covered in
this course. The questions can vary from practical ones, to essay style questions asking
to use your current skills in order to describe existing cryptography protocols.

In addition, there will be one exercise asking to implement using any programming
language, one of the protocols already taught in the course.

This assignment counts 20% of the final course mark.

You will need approximately 20 hours to solve this Individual Assignment.

CYS604 Exercise 10.5

Using your preferred programming language, develop a simple implementation of the
Diffie-Hellman key-exchange protocol.



Appendix C
Title: Critical Infrastructure Interoperability and Cyber Attacks

Description: In most modern countries around the world, infrastructures like water
distribution systems, transportation and electricity grids are controller with a
number of microcontrollers (PLCs), sensors and actuators. In order to achieve
the best possible outcome, these equipment exchanges information using
industrial protocols. Unfortunately, some of those protocols are not secure and
might pose a huge risk to the most vital aspect of a functioning country/city.

In this thesis you should provide a survey of such protocols in critical
infrastructure, describing their restrictions and limitations. Choose a number of
incidents that have already happened, with an in-depth analysis of each incident
indicating how they attackers achieved their goal and how they could have been
prevented.

Develop a penetration testing tool or use existing penetration testing tools &
libraries in order to develop an automated test that a user can use in order to
examine for vulnerabilities of an interconnected infrastructure.

Title: Cyber Security in Organizations

Description: The majority of organizations is highly depended on computers and
networking in order to complete everyday tasks. Several of those computers and
networks are either not protected from attacks or the staff using them is not
trained to distinguish between legit and non-legit actions.

In this thesis you should provide a survey of cyber attacks in organizations
around the world, describing how they attackers gained access to the
system/network.

Develop a sophisticated phishing attack that can be used by the organizations
against their employees. The outcome of the attack will indicate if the employees
are educated in order to distinguish between legit and non-legit actions

Title: Malware Study In A Sandboxed Environment

Description: The scope of this thesis will be separated into two distinct phases,
concerning the study of malicious software (i.e. malware). Originally, the student
will have to perform a literature review on existing approaches for malware
analysis, so as to understand how such an activity is performed and study
possible assumptions and limitations. While, on the next phase, a practical study
must be performed to existing malicious softwares. More specifically, the student
must setup an isolated (sandboxed) environment, that will be used for the
malware analysis, in accordance with the already studied frameworks and
approaches.



Title: Phishing Campaigns: A Thorough Study

Description: The scope of this thesis includes the study of known phishing
attacks and approaches. By that, the student will be able to understand how an
attacker develops, launches and exploits such attacks, by using existing tools
and mechanisms. In addition, the thesis will include the practical implementation
of such an attack, on a predefined controlled environment, so as to imitate the
actions of a real attacker and depict how an attack could be utilized and how to
protect against it.
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Introduction

Within the framework of further contribution to the research community, the mission of the
European University Cyprus (from now on referred to as the University or EUC) is to
develop a pioneering and innovative research infrastructure with the objective of
generating new knowledge. The university focuses on both fundamental and applied
research and wherever possible the commercial application or exploitation of the research
results.

The policy is guided by the following broad objectives:

1) The establishment of an interdisciplinary approach for researchers with attractive
conditions for accessible movement among institutions, disciplines, sectors and
countries, without financial and administrative obstacles.

2) The creation of state of the art research infrastructures, including research centres,
foundations, units and/or laboratories, which are integrated and networked and
accessible to research teams from across the EUC.

3) Introduction of a simple and harmonized regime for intellectual property rights in
order to enhance the efficiency of knowledge transfer, in particular between public
research and industry.

4) Optimization of research programs and priorities, for example by developing joint
principles for the administration of European, national and regional funding programs.

5) The strengthening of international cooperation enabling faculty and other scholars
in the world to participate in various research areas, with special emphasis on
developing multilateral initiatives to address global challenges.

6) The transfer of research-based knowledge to EUC students

Research is conducted by faculty members, research associates/research personnel and
PhD students either on their own or within the framework of external (national, European,
international) and internal funding programs that are launched by the University.

The Research Policy provides a code of conduct for research and is intended for all staff,
including people with honorary positions, faculty members, special teaching personnel,
scientific collaborators, special scientists, research associates, and students carrying out
research at or on behalf of the University.

All groups mentioned above must familiarize themselves with the Research Policy to
ensure that its provisions are observed.

10



EUC Research Ethics Policy

1.1Scope and Purpose

1.

The aim of the EUC Research Ethics policy is to promote and encourage a high
quality research and enterprise culture, with the highest possible standards of
integrity and practice. The policy applies to all academic, contract research and
administrative staff, all research students, as well as undergraduate and
masters students who are undertaking research. In short, the policy applies to
all disciplines and research activities within the University, or sub-contracted
on its behalf.

All staff and students are expected to act ethically when engaged in University
business. Any research involving animals, human participants, human tissue
or the collection of data on individuals requires ethical consideration. While
particular attention must be paid to the interests of potentially vulnerable
groups, such as children, the University recognises that it has a duty of care
towards all members of the wider community affected by its activities. The
University also recognises that it has a duty of care to its own staff, and that
this includes the avoidance of harm to those undertaking research.

The University will establish a framework for research ethics governance in
which its Research Ethics Committee will have a central approval, monitoring
and training role. The University will establish a Research Ethics Committee
with representatives from all the Schools. The Research Ethics Committee will
put in place the procedures needed to obtain approval.

It is, however, recognised that it may not always be appropriate or practicable
for ethical approval to be sought from the Research Ethics Committee
especially when it comes to short or undergraduate projects. Normally
undergraduate or taught projects will not require clearance from the Research
Ethics Committee and the matter can be dealt with at School and/or
Department level. However, when active intervention is involved whether
physically invasive or psychologically intrusive the Research Ethics Committee
will need to be consulted. In particular, university staff has an obligation to
ensure that not only their own research but any undergraduate or masters
student research conducted under their supervision is ethically sound. Where
research projects are subject to external approval, the School or Department
responsible must ensure that this approval is sought and given. Where
approval for a project has been given by a Research Ethics Committee at
another university, as may be the case with a collaborative project, the EUC
Research Ethics Committee must be provided with proof of this.
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For some research projects it may be necessary to obtain the approval of the
Cyprus National Bioethics Committee. Researchers should consult directly with
the Cyprus National Bioethics Committee. Contact details and more information
on the approval process can be found on_http://www.bioethics.gov.cy .

1.2 General Principles

1.

The EUC Research Ethics Policy is based on widely accepted principles and

practices governing research involving human participants. The key elements

are:

o Minimal risk of harm to participants and researchers;

Potential for benefit to the society;

Maintenance of the dignity of participants:

Minimal risk of harm to the environment;

Voluntary informed consent by participants, or special safeguards where

this is not possible;

Transparency in declaring funding sources;

o Confidentiality of information supplied by research participants and
anonymity of respondents;

. Acknowledgement of assistance;

. Appropriate publication and dissemination of research results;

. Independence and impartiality of researchers.

1.3 The Definition of Human-Related Research

1.

1.4

All human-related research which includes one or more of the following require
ethical assessment and approval at the appropriate level:
e Direct involvement through physically invasive procedures, such as the
taking of blood samples
e Direct involvement through non-invasive procedures, such as
laboratory-based experiments, interviews, questionnaires, surveys,
observation
¢ Indirect involvement through access to personal information and/or
tissue
¢ Involvement requiring consent on behalf of others, such as by parents
for a child participant

Vulnerable Participants
Some participants may be particularly vulnerable to harm and may require

special safeguards for their welfare. In general, it may be inappropriate for
undergraduates to undertake research projects involving such participants.
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2. Particularly vulnerable participants might be:
e Infants and children under the age of eighteen
e People with physiological and/or psychological impairments and/or learning
difficulties.
e People in poverty
e Relatives of sick, or recently—deceased, people

1.5 The Legal Framework, the Role of Professional Associations and Research
Councils

1. All research undertaken under the auspices of EUC must meet statutory
requirements. Of particular relevance is the Bioethics Law (N.150 (1)/2001 and
53 (1)/2010), the Data Protection Law (2001), the Patients Protection Law
(2005), and all those laws that create the legal framework for the Cyprus
National Bioethics Committee.

2. Researchers in particular disciplines should comply with any research ethics
guidelines set out by their professional associations.

3. Research Councils, charitable trusts and other research funding bodies in most
cases require an undertaking from grant applicants that research proposals
involving human participants have been approved by the University Research
Ethics Committee or another appropriate body. Some also require audited
compliance with their guidelines.

Good Research Practices / Code of Ethical Conduct in
Research

Code of ethical conduct in research
Scholarly inquiry and the dissemination of knowledge are central functions of the
University. They can be carried out only if faculty and research personnel abide by
certain rules of conduct and accept responsibilities stemming from their research.
And they can only be carried out if faculty and research personnel are guaranteed
certain freedoms. The University expects that faculty and research personnel will be
bound by the following research practices:

All faculty and research personnel are free to choose any research matter, to receive
support from any legitimate source, and to create, analyse and derive their own
findings and conclusions.

Research methods, techniques, and practices should not violate any established

professional ethics, or infringe on health, safety, privacy and other personal rights
of human beings and/or animals.
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The above principles define the university’s role with respect to research carried out
on its premises. They are set forth to reinforce, and not diminish each faculty and
research personnel’s personal responsibilities toward their research, and to assure
that each faculty and research personnel's source of funding and research
applications are consistent with moral and societal conscience.

Openness in research
The University recognizes and supports the need for faculty and research personnel
to protect their own rights, be they academic or intellectual property rights. Even so,
the University encourages all faculty and research personnel to be as open as
possible when discussing their research with other researchers and the public. This
aims at the dissemination of research performed in the University to enhance the
international research community’s knowledge and understanding.

Integrity

Faculty and research personnel must be honest about their research and in their
review of research coming from other researchers. This applies to all types of
research work, including, but not limited to, analysing data, applying for funding, and
publishing findings. The contributions of all involved parties should be
acknowledged in all published forms of findings.

Faculty and research personnel are liable to the society, their professions, the
University, their students and any funding agency that may fund their research. For
this reason, faculty and research personnel are expected to understand that any
form of plagiarism, deception, fabrication or falsification of research results are
regarded as grave disciplinary offences managed by procedures described in detail
in Section 2.4.

Any real or potential conflict of interest should be reported by faculty and research
personnel to any affected party in a timely manner in all matters concerning research
and peer review. According to the United States National Institute of Health “Conflict
of interest occurs when individuals involved with the conduct, reporting, oversight,
or review of research also have financial or other interests, from which they can
benefit, depending on the results of the research.” (http://www.nih.gov).

Misconduct in research
Misconduct in research may involve Fabrication, Falsification, or Plagiarism in
proposing, performing, or reviewing research, or in reporting research results. To
prove that there has been misconduct in research, the following conditions must be
met: The performance of said research has significantly deviated from accepted
practices used in the field that the research was performed, and there was intention
in the misconduct by the researcher(s).

Any allegations about misconduct in research will be investigated by the University

thoroughly, through a special committee formed as described in the University
Charter, Annex 11, Article VII.
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Intellectual Property Policy

Introduction

The EUC is dedicated to teaching, research, and the extension of knowledge to
the public. Faculty, research personnel, and students at the University, hereafter
referred to as "University Employees," recognize as two of their major objectives
the production of new knowledge and the dissemination of both old and new
knowledge. Because of these objectives, the need is created to encourage the
production of creative and scholarly works and to develop new and useful
materials, devices, processes, and other inventions, some of which may have
potential for commercialization.

The University acknowledges the need for an Intellectual Property Rights (IPR)
policy, which will promote the University’s reputation as socially relevant, leading
research and teaching organisation and will directly contribute to the financial
position of the EUC if its commercial value is realised.

The policy is based on the principles that will govern the ownership rights
emanating from research of and/or materials produced by the EUC’s members of
staff and students, and to establish objectively fair and equitable criteria for the
transfer of knowledge. The EUC thus aims to provide support services to promote
the creation of Intellectual Property (IP) whilst seeking to maximise the commercial
exploitation of the resulting IPR.

Intellectual Property includes, but is not limited to, patents, registered designs,
registered trademarks and applications and the right to apply for any of the
foregoing, copyright, design rights, topography rights, database rights, brands,
trademarks, utility model rights, rights in the nature of copyright, knowhow, rights
in proprietary and confidential information and any other rights in inventions.

The EUC acknowledges that registration and commercial exploitation of
Intellectual Property is often a long and costly process that is justified once it is
ascertained that there exists a business case for such registration and exploitation.
It is known that in practice, only a small number of works can be commercially
exploited in a viable manner, depending on the nature and marketability of the
work in question.

Definitions
For the purposes of this Policy:

Creator - “Creator” shall mean, employees of EUC, a student, non-employees
contracted to EUC for contracts and services, or a member of a Visiting Teaching
Staff involved in the production of Disclosable Work.

Disclosable Work — “Disclosable Work” shall mean such work that is novel, original,
and/or important and is likely to bring impact and enhance the Creator’s reputation.
This work is characterised by the IP rights it generates.
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3.3

Intellectual Property Policy — “IP Policy” is the name of the policy described here
that outlines the regulations of the EUC in regard to disclosure and exploitation of
Intellectual Property Rights (IPR).

Organisation — “Organisation” for the purpose of this document is the European
University Cyprus (EUC).

Intellectual Property Adjudication Committee — is the name of the committee
established to resolve disputes over interpretation or claims arising out of or
relating to this policy, or dispute as to ownership rights of Intellectual Property
under this policy.

Office of the Vice Rector for Research and External Affairs — is the office within the
EUC responsible for the development of and enacting this IP Policy and is the
interface between the EUC and the Technology Transfer Facility.

Technology Transfer Facility — “TTF” for the purpose of this policy, is the relevant
body responsible for Technology Transfer support in Cyprus.

Intellectual Property Regulations

Responsibility

1.

The IP Policy acknowledges that all members of staff and students have
responsibilities with regard to IPR arising from and/or used by them in the course
of their teaching/employment.
2. The IP Policy also recognises that all members of staff and
students require

support and assistance to help them to meet their responsibilities and this will be
provided by the Office of the Vice Rector for Research and External Affairs and,
subsequently, by the Technology Transfer Facility.

Identification of IP (including duty of confidentiality)

1

It is expected that identification will take place when employees, students, or
members of staff are involved in creating and developing IP. Much of the IP which
will be created by the EUC’s employees may be anticipated prior to its creation
depending on the nature of the project in question and outputs and results that are
expected to be generated. Examples of such outputs which are likely to have
potential IP rights arising include (but are not limited to):

¢ Inventions (whether or not patentable);

e Methodologies;

Software;

Databases;

Educational/training materials and tools;

Modelling tools;

Solutions to technical problems; and
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e Design/artistic products.
A Summary of the main classes of IPR is listed below:

Patent

A registered patent provides a time-defined (up to 20 years) geographically defined
monopoly right to exploit a new commercially valuable invention or process. The
basis of the permission to exploit is that the invention's working is disclosed,
although patenting is not possible if there has been ANY prior disclosure of the
invention. Patents are governed by Cyprus Law or EU Law such as the New Patent
Law of Cyprus (Law No. 16(1)/1998).

Copyright

This time-limited right (which varies between 25 and 70 years according to the
material) arises automatically on the physical creation (not the idea) of software,
original literary, dramatic, artistic or musical work, and in recorded (e.g. film) or
published (e.g. layout) derivations. Use of the © mark and owner's name and date
is the internationally recognised way of alerting the public to the copyright
ownership but the protection (the right to preventing unauthorised copying) exists
regardless. Copyright is governed by the Copyright Law, 59/76.

Copyright may be assigned to a third party, but until that point or until a licence is
agreed it remains the property of the Creator, unless s/he creates the work ‘in the
course of his’lher employment’, in which case it is the property of the employer.

Moral rights

All European countries recognise an author’s moral rights. In Cyprus, there are two
moral rights: the right of paternity and the right of integrity. These rights relate to
the reputation or standing of the creator in the eyes of fellow human beings. To
infringe a moral right involves denigrating or harming the author’s reputation. The
right of integrity means the creator has the right to object to derogatory treatment
of his/her work. Basically, this means changing it in a way that affects the nature
of the work without permission. Moral rights can be waived (i.e. the author chooses
not to exercise the rights) or they can be bequeathed. They cannot beassigned.

Performing rights

Creators of copyright works have the right to protect the physical form in which
those works are created — words on the page, pigment on a canvas, or the clay or
metal of a sculpture. Performers such as teachers, actors, musicians and dancers
also enjoy protection of their performance, especially when recorded on film, video,
tape, CD, or in other form.

Performing rights may affect the multimedia elements of online courseware, as
well as the Creator’s copyright in the material itself.
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Database Right

This time-limited (15 years) right arises without registration to protect the compilers
of non-original information from losing the benefit of their work through
unauthorised copying or re-use.

Industrial Designs

There is automatic time-limited (15 years) protection (the right to prevent
unauthorised copying) for unregistered designs, provided authorship can be
proved, under the Legal Protection of Industrial Designs and Models Law 4(1)/2002
This design right covers “the appearance of the whole or a part of a product
resulting from the features of, in particular, the lines, contours, colours, shape,
texture and/or materials of the product itself and/or its ornamentation™ on condition
of novelty of the design.

On registration under Legal Protection of Industrial Designs and Models Law, the
designer of the new pattern or shape which has aesthetic appeal (can be 2 or 3
dimensional) acquires a monopoly right of commercialisation for a maximum of 25
years from the filing of the application, divided into 5 periods of 5 years.

An unregistered community design (UCD) gives its owner the right to prevent
unauthorised copying of their design throughout the European Union. It is not a
monopoly right and lasts for 3 years from the date on which the design was first
made available to the public within the Community.

Domain Names

Registering a domain name for Internet use gives a right to use the domain name
typically for a period of two years, registered with bodies like ICANN internationally
and the University of Cyprus in Cyprus. Owners of trademarks can have
established rights to domain names.

Trade Marks

Registering a trade mark under the Cyprus Trade Marks Law, Chapter 268, gives
a monopoly right for the use of graphically distinct trading identification signs.
Unregistered trade marks have some protection through court actions against
"passing off" (piracy), provided that their use has not lapsed for a period of 5 years.
Cyprus legislation is fully harmonised with EU Standards applicable in trade mark
protection.

3. EUC’s members of staff and students undertake to keep confidential and not
disclose any confidential information, data, materials, knowhow, trade secrets
or any other IP, to any unauthorised third party and shall also undertake to keep
such information secure and strictly confidential both during the course of
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research activity, be it of an Academic or Collaborative/Contract nature, and
also on and following completion thereof.

4. Any breach of this confidentiality and non-disclosure obligation constitutes a

serious breach and may lead to disciplinary action and does not prejudice the
rights of the EUC to file any action for damages or any other rights available at
law.

Coverage of the Regulations

1.

Whom does this IP Policy apply to?
e Employees:
By persons employed by the EUC in the course of their employment.

e Students:
By student members in the course of or incidentally to their studies at EUC.

e Non-employees contracted to the EUC:
By persons engaged by EUC under contracts for services during the course
of or incidentally to that engagement.

Sabbatical, Seconded, Visiting Academics and others:

By other persons engaged in study or research in the University who, as a
condition of their being granted access to the EUC's premises or facilities, have
agreed in writing that this Part shall apply to them.

Participation of the EUC members of staff/employees and or students in
Collaborative and/or Contracted Research.

The preparation and negotiation of any IP agreements or contracts involving the
allocation of rights in and to IP will be undertaken by a competent person
authorised for this purpose by the EUC.

Issues that will be addressed in such agreements include, but will not always be
limited to:

e ownership of Foreground IP;

e licences to Foreground IP for uses outside the project;

e ownership of Background IP;

e licences to use Background IP in the project or activity in question and in
relation to the use of the Foreground IP arising from such project oractivity;

e allocation of rights to use or commercialise IP arising from any such project or
activity and the sharing of revenues; and

e publications arising from the relevant project or activity and the rights arising
from such projects or activities.

The terms of such agreements may be subject to negotiation.
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Exceptions to the Regulations

1. Unless specifically commissioned, typically the EUC will NOT claim ownership of
copyright in certain types of Disclosable Work described in this policy as “Creator
Copyright Works”:

o artistic works;

text and artwork for publication in books;

articles written for publication injournals;

papers to be presented at conferences;

theses and dissertations;

oral presentations at conferences;

posters for presentation at conferences; and

musical scores.

2. Where IP has been generated under the exception clause of this regulation, the
EUC may assign the copyright to the Creator.
3. Students — undergraduate and/or postgraduate.

Disclosure of IP

1 All persons bound by these Regulations are required to make reasonably prompt
written disclosure to the EUC’s Office of the Vice Rector for Research and External
Affairs at the outset of the work or as soon as they become aware of it (by
completion of the Invention Disclosure Form, the information required for which is
provided in Appendix B):

e any IP of potential commercial value arising from their work;

e the ownership by a third party of any IP referred to or used for their work;

e any use to be made of existing EUC IP during their work;

e any IP which they themselves own which is proposed to be used by the
EUC.

2. Creators shall keep all Disclosable Work confidential and avoid disclosing this

prematurely and without consent;

3. Only disclose any Disclosable Work and the IP relating to it in accordance with the
EUC’s policy and instructions;

4. Seek EUC’s consent to any publication of information relating to any Disclosable
Work;

5. Creators must NOT:

I apply for patents or other protection in relation to the Disclosable Work; and
. use any Disclosable Work for their own personal and/or business purposes
and/or on their own account.
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Ownership of IP

1.

Ownership of IP created by an individual who is an employee is generally
determined by considering:

Who created the IP?
Was the IP created in the course of the Creator’'s employment?
Are there any contractual conditions that affect ownership?

2. Assignment of ownership rights

vi.
Vii.

viii.

Generally, the Creator of IP is its legal owner. From the EUC’s point of view, the
most important exception to this is the general rule that IP is owned by a person's
employer where the IP is created as part of, or through the auspices of, the
person's employment.

The EUC claims ownership of all the Intellectual Property specified in section 2.2,
which is devised, made or created by those specified in section 3 and under the
exceptions to the regulations in Section 4. It also includes but is not limited to the
following:

Any work generated by computer hardware/software owned/operated by
the EUC.

Any work generated that is patentable or non-patentable.

Any work generated with the aid of the EUC’s resources and facilities
including but not limited to films, videos, field and laboratory notebooks,
multimedia works, photographs, typographic arrangements.

Any work that is registered and any unregistered designs, plant varieties
and topographies.

Any University commissioned work generated. Commissioned work is
defined as work which the EUC has specifically employed or requested the
person concerned to produce, whether in return of special payment or not
and whether solely for the University or as part of a consortium.
Know-how and information related to the above

Any work generated as a result ofthe teaching process including but not
limited to teaching materials, methodologies and course outlines.

Material produced for the purposes of the design, content and delivery of
an EUC course or other teaching on behalf of the school, whether used at
the school’s premises or used in relation to a distance learning and/or e-
learning project. This type of material includes slides, examination papers,
questions, case studies, and assignments (“course materials”).

Material for projects specifically commissioned by the EUC

All administrative materials and official EUC documents, e.g. software,
finance records, administration reports, results and data.

Modus Operandi for Commercial Exploitation of the IPR

1.

The EUC is entitled to commercially exploit any result obtained under its aegis
(unless this entitlement is relinquished). The Office of the Vice Rector for Research
and External Affairs has the responsibility for administration of Disclosures and will
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2.

work with the TTF of Cyprus, which has responsibility for commercialisation of
Disclosures. As guidance to the commercialisation process, the EUC/TTF will
follow a standard process, graphically presented in Appendix A.
The Creator/s shall notify the Office of the Vice Rector for Research and External
Affairs of all IP which might be commercially exploitable and of any associated
materials, including research results, as early as possible in the research project.
This notification shall be effected by means of an Invention Disclosure Form
(contents as noted in Appendix B). In case of doubt as to whether research is
commercially exploitable or otherwise, the Creator/s undertake/s to seek the
advice of Cyprus Central TTF.
The Office of the Vice Rector for Research and External Affairs shall immediately
acknowledge receipt of the Disclosure Form. In consultation with the TTF and the
Creator/s, shall decide whether the EUC and the TTF has an interest to protect
and exploit the relevant IPR.
The TTF shall communicate the decision in writing to the Office of the Vice
Rector and the Creator/s by not later than three months from the date of receipt of
the Invention Disclosure Form. If the EUC and TTF decide to protect and exploit
the IPR, it is understood that:
e the Creator/s shall collaborate with the EUC and the TTF, to develop an
action plan for the protection and commercial exploitation of the IP;
e the TTFin collaboration with the Creator/s shall ensure that third party rights
are not infringed in any way through the process; and
e the EUC/TTF shall seek to protect the right of the Creator/s to use the said
IP for strictly non-commercial purposes.
Should the EUC and TTF decide that there is no interest in protecting and
exploiting the relevant IPR, or should it fail to inform the Creator/s about its decision
within the stipulated time, the EUC may assign all its rights, title and interest in
such IP to the Creator/s concerned, whilst the EUC retains the right to use the said
IP in whichever manifestation for strictly non-commercial purposes.
The Creator/s SHALL NOT enter into any sponsorships or commercial agreements
with third parties related to their research at EUC without prior written
authorisation by the Office of the Vice Rector for Research and External Affairs.
This said, it is understood that consent shall generally be granted to Creator/s for
such requests as long as the IPRs of the EUC are safeguarded; otherwise the
claims on IPR expected by the third party must be agreed upon explicitly upfront.

IPR protection

1.

Some forms of IP require active steps to be taken to obtain protection (e.g.: patents,
registered trademarks and registered designs). Other forms of IP rights are protected
on creation (e.g. Copyright, EU Database Rights) but still require appropriate
management in order to maximise the protection available. Best practices in patent
protection require that all materials made publicly available by any employees,
members of staff and/or students should include a copyright notice.
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2. Any decisions relating to the registration of any IP rights such as making an
application for a patent or a registered trade mark or a registered design (including
any decisions to continue or discontinue any such application) should be made in
consultation with the Office of the Vice Rector for Research and External Affairs and
the TTF. The IP registration process can be very expensive and IP protection costs
should not be incurred without appropriate consideration of how such costs will be
recovered.

Revenue Sharing Mechanism

The EUC’s employees and students can benefit from the Revenue Sharing Scheme if
their work generates income for the EUC. The scheme is presented in Appendix C. Note
that such revenue to be shared is typically calculated after deduction of all costs incurred
by the EUC and TTF in developing, protecting, exploiting, and marketing the Disclosable
Work and the Intellectual Property it contains.

Leaving the EUC

Cessation of employment, under normal circumstances, will not affect an individual’s right
to receive a share of revenue. Exceptions to this rule include: cessation of employment
due to disciplinary actions.

Applications to use the EUC’s IP

1. The EUC may be willing to consider requests from its staff and/or students for a
licence to use specific IP, owned by EUC for their use although the terms and
decision to grant any such licences is a decision wholly made by the EUC.

2. Applications for such licence should be made in writing to the Office of the Vice
Rector for Research and External Affairs.

Breach of the Regulations

1. Breach of the regulations listed in this Policy may be a disciplinary matter for the
EUC’s staff and students under the normal procedures.

2. The EUC shall consider all avenues available to it, including legal action if
necessary, in respect to persons bound by these regulations who acted in breach
of them.

Discretion to assign/licence back

1. If the EUC does not wish to pursue the commercialisation of any Intellectual
Property or does not wish to maintain an interest in the IPR, it has the right to
assign such IPR rights to the Creator/s of the IPR by entering into an agreement
to enable the IP to be used by the Creators. This will generally only be granted
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where there is clear evidence that the IP provides no other benefit to the EUC and
is not related to other IP, which the EUC has an interest in.
However, the EUC shall not assign its IP if they consider that the commercialisation
of the IP could potentially bring harm to the name of the EUC. Decisions regarding
potential harm will be taken by the Research Ethics Committee of EUC.

2. Requests for any transfer of rights from the EUC to another party with rights
should be made in the first instance to the Vice Rector for Research and External
Affairs.

Amendments to the Regulations

These Regulations may be amended by the Senate of the EUC on the
recommendation of the Vice Rector for Research and External Affairs.

Death

In the event of a researcher's death, the entitlement shall continue for the benefit of
his or her estate.

Disputes

1. Any question of interpretation or claim arising out of or relating to this policy, or
dispute as to ownership rights of intellectual property under this policy, will be settled
by submitting to the EUC's Intellectual Property Adjudication Committee a letter
setting forth the grievance or issue to be resolved. The committee will review the
matter and then advise the parties of its decision within 60 days of submission of the
letter.

2. The Intellectual Property Adjudication Committee will consist of a chair who is a
member of the tenured faculty, at the rank of either a Professor or an Associate
Professor, one member of the faculty from each School, at the rank of either Assistant
Professor or Associate Professor or Professor, an individual from the EUC with
knowledge of Intellectual Property and experience in commercialisation of Intellectual
Property, and two other members representing, respectively, the EUC administration,
and the student body. The chair will be appointed by the Vice Rector for Research
and External Affairs, with the advice and consent of the Senate Research Committee,
and the remaining members of the committee will be appointed: the faculty
members, each by their School’s Council, the administration representative by the
University Council or its designee, and the student representative by the Student
Union.

The committee will use the guidelines set forth in this policy to decide upon
a fair resolution of any dispute.

3. Any disputes regarding the revenue distribution from the exploitation of Disclosable
Works will be dealt with in accordance with the EUC’s normal member of staff or
student dispute procedures as outlined in the contractual terms of conditions.
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4. The Parties shall attempt to settle any claim, dispute or controversy arising in
connection with this Policy, including without limitation any controversy regarding the
interpretation of this Policy, through consultation and negotiation in good faith and
spirit of mutual cooperation. Where such claims or disputes cannot be settled
amicably, they may be taken to court.

5. This Agreement shall be governed by, and construed in accordance with the laws of
Cyprus.

Offices, Committees and Centres for Research

Vice Rector for Research and External Affairs

The Vice Rector for Research and External Affairs (from now on referred to as the
Vice Rector) is the person responsible for representing the University on research
matters and enhancing activities related to research within the University. Moreover
the Vice Rector facilitates and supports, when asked by faculty or research
members, all research activities, including the implementation of research projects,
the organization of scientific conferences and the establishment of research
units/labs. In addition, the Vice Rector is responsible for the smooth implementation
of the University’s Research Policy.

Senate Research Committee
The administration of the research activity is facilitated by the Senate Research
Committee of the University. The Committee composition is prescribed in the
University Charter and the Committee is accountable to the Senate of the
University.

Research Foundations and Centres
Research is carried out in university departments, research foundations, and
centres. The Senate suggests to the University Council the formation of new
foundations and research centres or the discontinuation of existing ones, if
necessary.

The University Council approves the establishment of these foundations and
research centres. Separate regulations are issued for the establishment of
University research centres. Detailed description of the mission, area of
specialization, and operation of each foundation or research centre is given in a
separate document.

Research Office

Detailed description of the mission, area of specialization, and operation of the
Research Office is given in a separate document.
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Rules Governing External Research Programs

Suggested procedure for submitting and implementing a funded

5.1.1

5.1.2

research project
The following rules apply for externally funded research projects:

Submission of research proposals:

Faculty and research personnel that are interested in submitting a proposal or
participate in a proposal for ANY kind of externally funded research project
(commercial, consultancy, RPF, European etc) should consult and get the
approval of the EUC Research Office. The formal procedures developed by the
Research Office pertaining to the development of a research proposal and to
participation in a research project should be followed in all cases. Given that in all
research and consulting application forms a budget also needs to be prepared, the
budget will be developed in collaboration with the EUC Research Office, sharing
their expertise with the faculty and research personnel and advising them
accordingly about the cost models and cost categories used in each case. This
procedure should make sure that the proposal satisfies all the necessary criteria
of the particular research call.

The final approval for financial and administrative issues of proposals or projects
will be signed by the legal representative of EUC.

Project implementation
The formal procedures developed by the Research Office pertaining to the
administration of a research project should be followed in all cases.

In the case where a project is awarded, a copy of the contract and all the original
receipts, invoices, contracts and other accounting documents regarding expenses
of the project will be maintained by the EUC Research Office without any additional
remuneration or personnel costs added to the budget of a project. The
researcher/s involved in an externally funded project are responsible for submitting
all receipts, invoices, contracts and other accounting documents relevant to their
project to this department. No payment will be processed before the submission of
the aforementioned documents to the Research Office.

Timesheets should be kept for all projects. These will be used as the basis for
calculating the money to be paid to researchers for all types of projects. The EUC
Research Office will assist researchers to calculate the hourly and daily rate for
each staff member.

The researcher must also inform the Chief Financial Officer of the University,
through the EUC Research Office, in order to create a separate ledger (account)
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5.1.3

in the University's Accounts Department. After completion of the project, the
Accounts Department will keep the file on record for 5 years or more if needed by
the contractual agreement.

The EUC Research Office should keep a file with all the details concerning the
project. The file must be made available to the Senate Research Committee upon
request.

Financial issues concerning externally funded research projects

All incoming funds for the execution of a project are deposited in a separate
account (ledger) of the University and all necessary expenses with their receipts
relating to the project are paid/signed by the Vice Rector for Research and External
Affairs, the CFO and the CEO of the University.

The time spent by faculty and research personnel on national, European or
international research projects is, with rare exceptions, an eligible cost for inclusion
in a project budget at a level which reflects the time to be spent by faculty and
research personnel on the project and the employer’s cost. These are real project
costs and their inclusion in project budgets is strongly required.

Salary payments to faculty and research personnel will be paid out regularly by the
Accounts department upon the project coordinator’'s request to the Research
Office and provided that the allocated amount for the previous period has been
received from the funding agency and all reporting requirements for the previous
period to the funding agency have been met.

In cases of delay in receiving the predetermined instalment, the University will
grant to the researcher the required funds (not his/her compensation/remuneration
but costs such as equipment, consumables, traveling) to initiate the research,
provided that a copy of the contract and all necessary documentation had been
submitted to the Research Office.

Employment of additional temporary staff, budgeted for completion of the research
project, will be the responsibility of the project coordinator. The remuneration for
temporary staff will depend on the corresponding budget of the project and the
possible allocation of funds for this purpose.

Subcontracting activities within the framework of a research project will be the
responsibility of the project coordinator. These activities should be in alignment
with the corresponding budget of the project, the grant rules, and the EUC
subcontracting policy.

In the case where a faculty or research personnel fails to complete a research

project due to failure to meet his/her contractual obligations, or if it is clear that
there was an intention of misconduct and there are financial damages laid upon
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5.14

the University relating to this event, the faculty or research personnel is liable to
pay these damages. This will not be applied in cases such as health problem, etc,
where there is clearly not an intention of misconduct.

University research fund

All funds allocated for research from externally-funded research projects, the
University as well as funds offered for research purposes from third parties will be
deposited in the University Research Fund. Recommendations for the allocation
of funds are made by the Senate Research Committee and are subject to the final
approval of the Management of the University. These funds can be used to finance
such activities as:

€)) Participation of academic researchers in conferences, seminars, and
meetings to co-ordinate activities, which are needed for submission of
external programs.

(b)  The administration costs associated with providing support services to
academic researchers.

(c) Organisation of training seminars for the faculty and research personnel of
the University; these seminars shall be organized if and only will help/assist
and/or facilitate researchers to enhance and further develop their
knowledge in subjects related to their research fields and help them design
and implement research projects.

(d) Purchase of software, hardware and equipment that are needed by faculty
and research personnel for research projects.

(e)  The funding for the University’s Internal Research Awards such as PhD
scholarships

M Development of Infrastructure related to the research activity of the
University.

(9) Funding of the activities of the Research Office of the University.

6 Rules Governing Internal Research Awards

The University’s “Internal Research Awards” (IRA) are launched on an annual
basis by the Senate Research Committee, are announced by the Vice Rector for
Research & External Affairs and financed by the University Research Fund and
external sponsors as described in Section 5.1.4 above.

6.1 Purpose

IRAs are awarded to EUC faculty in order to pursue research and other creative
work. IRAs provide support for exploratory research projects which might result in
proposals submitted for external funding or in creative work that is likely to enhance
the recognition of the faculty and research personnel and the University at large.
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6.2

6.3

v

IRAs may be used for funding travel, equipment, supplies, PhD student assistants’
scholarships, student assistants, research assistants and other expenses. Funding
for this program comes from the University Research Fund.

Eligibility for the awards

All full-time faculty members of the University who have the rank of Assistant
Professor or higher are eligible to apply for the awards. Specific eligibility criteria
may apply for each type of award.

Application Procedure

The Vice Rector for Research and External Affairs initiates the selection process by
issuing a call for proposals. The deadline for the submission of proposals will be
announced. Application materials will be available from the office of the Vice Rector
for Research and External Affairs and the proposals will be submitted electronically
to the office of the Vice Rector.

Teaching Hours Reduction for Research Purposes

The University rewards members of staff who excel in research by awarding them
Teaching Hours Reduction (THR). A THR may be awarded if the member of staff
fulfils the conditions in one or more of the three schemes outlined below.

A member of staff may be awarded a THR under more than one of the schemes
described below if he/she is eligible. The minimum teaching per semester can be
reduced down to 6 hours per week based on the accumulated research load reduction
hours. An exemption may be considered for Deans and Chairs.

All allocations of THR under the three schemes outlined below will be made after a
recommendation of an ad-hoc committee chaired by the Vice Rector for Research
and External Affairs. The committee will take into account scheduling constraints and
other considerations for the sustainable development of research activity at the
university. The committee will meet at an appropriate time in each semester in order
to make the THR allocations in time for the preparation of the schedule of classes for
the next semester.

7.1 Award of a THR for participation in research projects

Members of staff are eligible to apply for a Teaching Hours Reduction (THR) when
conducting funded research for the full duration and until the completion of relevant
funded projects. Should their application meets with success, funded project
coordinators are entitled to a three-hour teaching reduction per semester for the
whole duration of the project, whereas research partners are eligible for a THR
equivalent to at least one third of the duration of the project.
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Based on the policy of the University with regard to THR requests, Faculty,
research and Other Teaching Personnel (OTP) members are expected to submit
a written request to the Chairperson of his/her Department before the beginning of
the academic year/semester. The Chairperson will process the THR request by
way of making a relevant recommendation to the Dean of School. The Dean will
then forward his/her recommendation to the Vice Rector for final approval. After
the deadline expires, applications for teaching hours reduction will not be
accepted.

The deadlines for submitting a request for teaching load reduction per semester
are the following:

For the Fall Semester: 1st of May
For the Spring Semester: 31st of October

If a research proposal was awarded a grant after the special case of approval of a
research/grant proposal (i.e. RPF, EU etc) while an academic year is in progress,
a THR request should be submitted and be approved prior to the beginning of the
next semester, during which the teaching load reduction will be applied. The
research project should commence at least one month before the beginning of the
next semester for the THR to be awarded.

7.2 Award of a THR for writing a book
A three-hour teaching reduction per semester will be awarded for the purpose of
writing a book upon submission of a publishing contract by a reputable publisher.
A total of two THR allocations (maximum 6 credits) will be made under the scheme
for each book contract. The same deadlines and application procedure apply as in
the scheme described in section 7.1.

7.3 Award of a THR by accumulation of points
A third scheme for the award of a THR takes into account the research activity of
members of staff and the points they have accumulated according to the tables
given in Appendix D. A THR of 3 hours per week is awarded to faculty members
once they accumulate 100 (one hundred) points and the same number of points
are automatically deducted from his/her accumulated total. Points accumulated
over time but not utilized by a member of staff will simply remain at his/her disposal.

Note that members of staff may consider the year 2016 as the starting point for
calculating points accumulated through research. The calculation of points will be
valid after it has been approved by the Dean of the School and the Vice Rector for
Research and External Affairs.
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8

8.1

8.2

Equipment Acquired through Internal and External
Funding

Equipment acquired through University funds

All equipment that has been acquired through funds that come directly through the
university’s funds (internal research grants, university research funds) will belong
solely to the University and will be used by the faculty and research personnel’s
affiliated department or lab, according to the affiliation used by said faculty and
research personnel in the funded research proposal and/or project. The faculty and
research member is entitled to use the equipment throughout the duration of the
funded project and this remains within the research unit/laboratory once the project
is completed, or within the faculty member's department, under his/her direct
supervision if s/he does not belong to a unit / lab. Any required maintenance of the
equipment should be undertaken by the University.

Equipment purchased through external funding

Equipment (software and hardware) is often provided in full or partly in the budget of
proposals for external funding to enable the faculty and research member to carry
out research effectively. This kind of equipment (computers, projectors, software
programs, fax and printing machines, etc.) is the property of the University but
remains in the faculty or research personnel’s research unit/laboratory or when this
is not applicable in his/her department, under his/her supervision. The faculty
member is entitled to use the equipment throughout the duration of the externally
funded project. When faculty or research personnel who have had externally funded
research projects leave the University, the status of any equipment purchased
remains a property of the unit/lab or department that the faculty or research personnel
belonged.

Any required maintenance of the equipment should again be undertaken by the
University.

In the unlikely event that a faculty or research personnel obtains equipment via
external funding that is not processed through the University's budget, the status of
the equipment should be negotiated with the Vice Rector to determine ownership and
responsibility for repair and replacement. Faculty or research personnel are
encouraged to seek outside funding to upgrade, or replace their research equipment.

The Research Office is committed to working with faculty or research personnel to
develop proposals for research and teaching equipment. Equipment grants usually
require an institutional match, and faculty or research members are advised to consult
with the Research Office and the Director of MIS early in the process about this matter.
The MIS should be able to help faculty or research personnel to identify the best
hardware and software products and estimate costs for proposal budgets.
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8.3 Provision of computing equipment by MIS
The MIS department supplies desktop office computers, computer teaching labs, copy
and printing machines and other types of equipment needed for research (software
and hardware). The Director of the MIS department is responsible for keeping the
University’s inventory records and adjust these in the case of equipment purchases
or wearing out of equipment (being fully depreciated).

9 Policy on Research Staff

9.1 Introduction

Academic Research Staff are EUC contract employees hired to work on EUC research
activities as defined below. As EUC employees, Academic Research Staff are subject to
all policies and procedures related to EUC employment, and receive all benefits implied
by the employment law.

9.2 Definitions of Roles
The following positions for research staff are being described in the following sections:

Research Associate

Research Fellow

Senior Research Fellow

Honorary Research Staff

Job Description for the Position of Research Associate

= o o o o

9.2.
9.2.1.1 Overall Role

For researchers who are educated to first degree level (and Master’s degree) and who
possess sufficient breadth or depth of knowledge in the discipline of research methods
and techniques to work within their own area. Role holders who gain their doctorate during
the course of employment will normally be recommended for promotion to Research
Fellow, if this is appropriate for the duties and responsibilities of the post.

As a team member of the Research Laboratory/Program the Research Associate will
contribute quality research outputs and conceptual support to projects. With the guidance
of the supervisor/program leader, and within the bounds of the Research
Laboratory/Program mandate, the Research Associate will:

9.2.1.2 Key Responsibilities

» Conceptualize and conduct short-term experiments and research activities in support of
broadbased/longitudinal research projects, ensuring consistency with established

32



methodological approaches and models, adherence to project timelines, and
completeness of documentation;

+ Conduct studies of related literature and research to support the design and
implementation of projects and development of reports, ensuring conceptual relevance,
comprehensiveness, and currency of information;

» Write and publish articles in peer-reviewed journals that highlight findings from research
and experimental activities ensuring consistency with the highest standards of academic
publication and showcasing the Centre’s/Program’s scientific leadership;

« Communicate to Program/Project team developments/progress and results of research
activities ensuring that relevant information and issues in the implementation of
projects/experiments are captured in as comprehensive and timely manner as possible;

» Develop collaborative links with core scientific personnel in related program areas to
gain exposure to, and build knowledge on experimental/research activities and
approaches, in order to subsequently improve conceptual development and
implementation of existing programs;

« Utilize appropriate and current techniques/protocols in experimental laboratory
management to ensure integrity and security of experimental process, comprehensive
documentation, and replicability of experimental procedures;

 Design and organize databases along project frameworks and experimental research
design that support overall research management, including the monitoring and
evaluation of project inputs, actions, and outcomes, as well as the subsequent integration
of these databases to other databanks;

+ lIdentify areas of improvement within the research structure using integrated
management approaches in pursuit of capacity building/strengthening and the
preservation of scientific rigor in research studies.

* To contribute to the design of a range of experiments/fieldwork/research methodologies
in relation to the specific project that they are working on

» To set up and run experiments/fieldwork in consultation with the Principal Investigator,
ensuring that the experiments/fieldwork are appropriately supervised and supported. To
record, analyse and write up the results of these experiments/fieldwork.

» To prepare and present findings of research activity to colleagues for review purposes.

» To contribute to the drafting and submitting of papers to appropriate peer reviewed
journals.

* To prepare progress reports on research for funding bodies when required.

* To contribute to the preparation and drafting of research bids and proposals.

* To contribute to the overall activities of the research team and department as required.

» To analyse and interpret the results of their own research

9.2.1.3 Skills and Qualifications

Education: Level Bachelor and/or Master’s in the Program Area

Experience and Skills:

Basic research skills and knowledge of research techniques

Ability to analyse and write up data

Ability to present and communicate research results effectively to a range of audiences
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9.2.1.4 EUC Pertaining Benefits

Researchers will have access to facilities which are necessary and appropriate for the
performance of their duties.

- Desk, Telephone line and PC

- MS Office, SPSS, Email and Printing Rights

- Business Cards with the University Emblem and the Research Laboratory they belong
to

- Full access to the library

All researchers must receive the same forms of employment documentation as other
academic-related staff of the University:

- a formal contract signed by the relevant appointing authority;

- written confirmation of any changes in the terms of employment;

- job description or the generic description of the role and, where appropriate, a list of
expected research goals;

- further to the completion of the contract, researchers are responsible for returning in
good condition all the equipment as well as business cards that have been provided to
them

9.2.2 Job Description for the Position of Research Fellow
9.2.2.1 Overall Role

A Research Fellow is a researcher with some research experience and who has typically
been awarded a doctoral degree. A Research Fellow will often have supervisory
responsibilities for more junior researchers and will often lead a team of researchers to
achieve a research project’s aims. They will initiate, develop, design and be responsible
for the delivery of a program of high quality research and may have full authority over
several phases of project work.

9.2.2.2 Key Responsibilities

* Design, Conceptualize and conduct short-term experiments and research activities in
support of broadbased/longitudinal research projects, ensuring consistency with
established methodological approaches and models, adherence to project timelines, and
completeness of documentation;

+ Supervise and Conduct studies of related literature and research to support the design
and implementation of projects and development of reports, ensuring conceptual
relevance, comprehensiveness, and currency of information;

» Write and publish articles in peer-reviewed journals that highlight findings from research
and experimental activities ensuring consistency with the highest standards of academic
publication and showcasing the Centre’s/Program’s scientific leadership;

+ Take the lead within the team and communicate to Program/Project team
developments/progress and results of research activities ensuring that relevant
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information and issues in the implementation of projects/experiments are captured in as
comprehensive and timely manner as possible;

* Develop collaborative links with core scientific personnel in related program areas to
gain exposure to, and build knowledge on experimental/research activities and
approaches, in order to subsequently improve conceptual development and
implementation of existing programs;

« Utilize appropriate and current techniques/protocols in experimental laboratory
management to ensure integrity and security of experimental process, comprehensive
documentation, and replicability of experimental procedures;

 Design and organize databases along project frameworks and experimental research
design that support overall research management, including the monitoring and
evaluation of project inputs, actions, and outcomes, as well as the subsequent integration
of these databases to other databanks;

» |dentify areas of improvement within the research structure using integrated
management approaches in pursuit of capacity building/strengthening and the
preservation of scientific rigor in research studies.

» Develop research objectives, projects and proposals.

» Conduct individual or collaborative research projects.

- Identify sources of funding and contribute to the process of securing funds.

- Act as principal investigator on research projects.

* Manage and lead a team of researchers to achieve the aims of a research project.

» Oversee and appropriately supervise and support the research activities (experiments,
fieldwork etc.) of a research program/project.

- Ensure that research results are recorded, analysed and written up in a timely fashion.
+ Manage research grants in accordance with EUC Financial Regulations and the
conditions of the funding body (e.g. EU, RPF etc.)

* Prepare and present findings of research activity to colleagues for review purposes.

» Submit papers to relevant peer reviewed journals and attend and present findings at
relevant conferences.

* Prepare progress reports on research for funding bodies when required

- Participate in and develop external networks, for example to identify sources of funding
or to build relationships for future research activities

9.2.2.3 Skills and Qualifications

Education: Level PhD in the Program Area

Experience: at least 1-3 years relevant experience.

The candidate must possess sufficient specialist knowledge in the specific discipline to
develop research programs and methodologies.

9.2.2.4 EUC Pertaining Benefits
Researchers will have access to facilities which are necessary and appropriate for the

performance of their duties.
- Desk, Telephone line and PC
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- MS Office, SPSS, Email and Printing Rights

- Business Cards with the University Emblem and the Research Laboratory they belong
to

- Full access to the library

All researchers must receive the same forms of employment documentation as other
academic-related staff of the University:

+ a formal contract signed by the relevant appointing authority;

« written confirmation of any changes in the terms of employment;

* job description or the generic description of the role and, where appropriate, a list of
expected research goals;

« further to the completion of the contract, researchers are responsible for returning in
good condition all the equipment as well as business cards that have been provided to
them

9.2.3 Job Description for the Position of Senior Research Fellow
9.2.3.1 Overall Role

A Senior Research Fellow is an experienced researcher holding a leadership role in a
research group/centre/institute. Post-holders are expected to undertake the role of
Principal Investigator on major research projects, exhibit a strong reputation for
independent research, and provide academic leadership. They are also expected to
support the management activity of the relevant School/Research Centre, and contribute
to the delivery of the School’s/ Centre’s/Laboratory’s research strategy.

9.2.3.2 Key Responsibilities

e Supervise postgraduate research students

e Contribute to the development of research strategies for the relevant
School/Centre/Laboratory.

e Define research objectives and questions

Develop proposals for research projects which will make a significant impact by

leading to an increase in knowledge and understanding

Actively seek research funding and secure it as far as it is reasonably possible

Generate new research approaches

Review and synthesise the outcomes of research studies

Interpret findings obtained from research projects and develop new insights

Contribute generally to the development of thought and practice in the field

Provide academic leadership to those working within research areas - for example, by

co-ordinating the work of others to ensure that research projects are delivered

effectively and to time

e Contribute to the development of teams and individuals through the appraisal system
and providing advice on personal development

e Act as line manager (e.g. of research teams)

e Act as a personal mentor to peers and colleagues
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e Provide advice on issues such as ensuring the appropriate balance of research
projects, appointment of researchers and other performance related issues

e |dentify opportunities for strategic development of new projects or other areas of
research activity and contribute to the development of such ideas

9.2.3.3 Skills and Qualifications

Education: Level PhD in the Program Area

Experience: at least 7-10 years relevant experience. Significant post-qualification
research experience with a track record of high-quality publications.

Experience of successful supervision of students

Experience in a leadership role in a Research Group/Centre or Laboratory

9.2.3.4 EUC Pertaining Benefits

Researchers will have access to facilities which are necessary and appropriate for the
performance of their duties.

- Desk, Telephone line and PC

- MS Office, SPSS, Email and Printing Rights

- Business Cards with the University Emblem and the Research Laboratory they belong
to

- Full access to the library

All researchers must receive the same forms of employment documentation as other
academic-related staff of the University:

« a formal contract signed by the relevant appointing authority;

« written confirmation of any changes in the terms of employment;

* job description or the generic description of the role and, where appropriate, a list of
expected research goals;

« further to the completion of the contract, researchers are responsible for returning in
good condition all the equipment as well as business cards that have been provided to
them

9.3. Procedures for Appointment

9.3.1 Selection and Search Procedures

As a general rule, an appointment to the Academic Research Staff requires a search for
a suitable candidate. Searches are initiated with a written vacancy announcement, such
as in relevant professional journals or other publications.

The text for the announcement should be sent to the Office of the Vice Rector of Research
and External Affairs and the Office of the Director of Human Resources, clearly describing

the terms of employment, length of employment, identity and duration of funding sources
contributing to his or her salary and line manager (the person the researcher will be
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reporting to). The text should be advertised for a reasonable amount of time. A copy of a
current CV, a cover letter and at least one recommendation should be sought for. A short
list of the potential candidates will be created based on merit and the top part of the list will
be called for a structured interview with the line manager. At the end of the procedure,
the line manager will report back to the Office of the Vice Rector of Research and External
Affairs and the Office of the Director of Human Resources, the name(s) of the proposed
Researcher.

9.3.2 Criteria for the Appointment to Rank of Research Associate
Minimum qualifications as described in Section 9.2.1.
9.3.3 Criteria and Procedures for the Promotion to the Rank of Research Fellow

A Research Associate may, during the course of his/her appointment obtain, his/her PhD.
In such cases, the employee (provided that he/she fulfills the work experience as
described in Section 9.2.2) is promoted to the rank of Research Fellow. If the funding
source that sponsors the program the researcher is assigned to accounts for a pay rise
this is immediately applied.

9.4 Honorary Research Staff

The work of Research Centers is enhanced by the involvement and collaboration in the
Research Centers’ activities of personnel who are not employees of the University. To
recognise the association, EUC may confer an honorary title to such individuals during
the period of their association. An honorary title may not be conferred on an employee of
EUC.

The title to be conferred will depend on the level of distinction and qualification of the
candidate. Applications should come from the Dean of the School with:
e a copy of the person’s CV
e a citation that should include:
o adescription of contributions to teaching
o research being undertaken with academic staff as evidenced by joint
publications/research projects and research grants or contracts being held
jointly or a significant involvement in industry/academic joint activities within
the College
o rationale for offering the association
o the start date and end date of the association
Honorary titles are intended to recognise ongoing attachments and are awarded for a
fixed term, normally up to three years in the first instance. No monetary honorarium is
associated with the offer.

The honorary research titles that can be awarded are:
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9.4.1 Honorary Principal Research Fellow
Will have made an outstanding contribution to teaching and research
9.4.2 Honorary Senior Research Fellow

Extensive research experience required, the quality of which is determined by refereed
publications, invitations to speak at conferences, hold an established national reputation
and a known or developing international reputation. Have the ability to attract significant
external research funding. Will usually lead a team of other research staff, possibly drawn
from several disciplines

9.4.3 Honorary Research Fellow

Proven ability of high quality research, evidenced by authorship of a range of publications.
Capable of attracting external research funding. May be required to undertake project
management and/or supervise teams and other research staff; expected to provide expert
advice and guidance to others

9.4.4. Honorary Research Associate

Required to produce independent original research and to take initiatives in planning of
research.

9. 5 Intellectual Property Rights

All IP generated throughout the employment of an Academic Research Staff Member
belongs to EUC. In such cases that the Researcher is employed in a project that assigns
explicit IP rights (e.g. an EU funded project) then the rules as set out by the funding
agency are followed.

Honorary Research Staff may be required to assign the rights to any IP they create in the
course of their academic activities to EUC. EUC may have obligations to organisations
which are funding the research (e.g. an EU funded project) in question which it will not be
able to honour without such an assignment of rights being in place. Associates are treated
as if they were EUC Employees for the purposes of revenue sharing.

9.6 Involvement of Research Staff
Wherever possible, Academic Research staff should be encouraged to take part in
university decision making processes, for example by inclusion in relevant departmental

committees. Where appropriate, researchers should be included at University level, for
example as representatives in working groups and staff consultation exercises.
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Appendix A:

A Technology Transfer Process Map —to be completed when
the TTF has been established.

Research &
Discovery

Invention
Disclosure

Distribution of
licencing

Office of VR income
Research

/N

Technology Transfer
facility

Due Diligence &
Commercial
Assessment

YES

If NO release IP
to Researchers

Appendix B:

Invention Disclosure Guidelines

Invention Disclosure Form - Example

An Invention Disclosure Form (IDF) is designed to determine the basic facts relating to
an invention, design, or copyright material. It is a way of capturing an invention and
establishing who the inventors are, what the invention is, who is funding it, what the
anticipated product/ market is and initiate Intellectual Property (IP) due diligence.
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Information on the following aspects of an invention should be included in an Invention
Disclosure Form.

1. Descriptive Title of the Invention.

2. Who was involved? Please specify for each individual who contributed, invented or
authored (if software):

a. Their names and if any are foreign nationals;
b. Who their employer is; are any contracts or arrangements in place?

c. What they contributed to the development of the technology (e.g. came up with
the original idea; designed experiments; carried out experimental work; wrote
code)

3. Detail of your invention:

a. What do you think your invention is?

b. What will your invention be used for?

c. What are the advantages of your invention and how does itimprove on the present

situation?
d. What is new about your invention?
. How and why does it work? What is the science behind the invention

f. Are there any other uses of the invention?
4. Interest from external organisations and their details.
5. Information on published literature (including patents) relevant to your invention?
6. When and where the invention was first conceived?
7. What are your future plans for developing the technology?
8
9

Who have you told about the invention, when and where?
. When did you first describe the invention in writing or electronically?
10. Publications, abstracts, conferences to date.
11. Publication and conference plans.

12. Funding information (comprehensive), e.g including third party support, Material
Sales or Transfers, patient consents.

For inventions that include software, please provide the following additional
information.
13. Application name and version number.

14. For source code developed by the researchers identified in question 2 above, include:
source files used, programming languages, development tools, copyright protection
in source code.

15. For new versions, include: source files changed, added or removed since the
previous version, documentation required for others to use, if the source files have
been distributed outside the university, and in what form, and are the source files
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available as a web-download — inc. URL and terms under which the download is
available.

16. For other source files or libraries that are required to build the software application
(external software), list the following: all external software required to use the
application; who owns that software, how was the software obtained, licence terms
or FOSS - name of the licence.
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Appendix C:

Suggested Revenue Sharing Scheme

The EUC will share royalty income with employees and/or students involved in producing
Disclosable Work whose exploitation generates revenue for the EUC. Payments are
made at the Organisation’s sole discretion, but the EUC will normally share royalty income
in accordance with the table below. This may be either as a lump sum or as royalty income
over a period of time.

Table C1
Net Revenue | Allocated | Allocated to the | Allocated to the Allocated
to the EUC Central Creator’/s School | to Support
Creator/s Budget of Study or the TTF
Department
Budget
100% 50% 20% 20% 10%
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Appendix D

D1. Points accumulation from Research

Table D1 details the evaluation categories which will be used for the calculation of
research points allocated to EUC researchers. The table has been constructed taking into
account the following:

1

The points awarded are based on the evaluation of research
accomplishments, not on the estimation / calculation of hours spent during
the implementation of a research activity.

A research accomplishment is any research-related activity which
strengthens the research portfolio and enhances the research esteem of a
researcher in particular, and the EUC in general

It is apparent that specific research accomplishments cannot be evaluated
in a similar manner across the range of research disciplines. Therefore, the
following table is implicitly “averaging” the weight of these
accomplishments, so that the scheme can be operational and fair.

The term “national”, when used in association with a conference, refers to
one which is local in nature (i.e. only researchers from Cypriot Universities
and other Cypriot research establishments participated in it).

The term “international”’, when used in association with a conference, refers
to one which is international in nature (i.e. researchers from Universities and
other research establishments from at least two countries participated in it).
The term “national”’, when used in association with a publication refers to
one published by a Cypriot university or other Cypriot academic publishing
house.

The term “international”’, when used in association with a publication refers
to one published by an international university or other international
academic publishing house.

Where a publication of any type (conference, journal, book chapter, monograph, textbook,
book, or other) concerns two or more authors, the following points’ calculation rules will
apply: For cases up to (and including) two (2) authors, full points are awarded to the
author in consideration. For each additional co-author (three (3) authors or more), a
deduction of 2 points will be implemented on the full points’ allocation for the category
considered. The minimum points that an author will be awarded cannot be smaller than
50% of the full points’ allocation for the category considered.
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Table D1

Points | Conferences Journals Books Research Projects Other*

5 1. Presentation of poster 1. Unsuccessful submission of Member of
[ article in national funded research proposal in scientific /
conference (refereed) national / international conference
2. Presentation as organization (research partner) organizing
invited keynote speaker committee
(refereed national (national /
conference) international)

10 1. Presentation of 1. Publication of | Publication of | 1. Unsuccessful submission of General
refereed poster / article | refereed journal | refereed funded research proposal in Chair or
in international article (journal book chapter | national organisation (project Program
conference (refereed) not in ISI/ (national) coordinator) Chair of
2. Presentation as Scopus/ ACM / refereed
invited keynote speaker | IEEE/etc.) national
(refereed international 2. Editor of conference
conference) refereed journal
3. Editor of national special issue
conference proceedings | (journal not in ISI
(refereed) / Scopus / ACM /

IEEE/etc.)

15 1. Editor of international Publication of | 1. Unsuccessful submission of General
conference proceedings refereed funded research proposal in Chair or
(refereed) book chapter | international organization (project | Program

(international) | coordinator) Chair of
refereed
international
conference
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Table D1 (continues)

Points | Conferences Journals Book Research Projects Other*
Chapters /
Editors
20 1. Editor of Editor of
refereed journal | refereed
special issue book / book
(journal in ISI / series
Scopus/ ACM /
IEEE/etc.)
25 1. Publication of
refereed journal
article (journal in
ISI/ Scopus /
ACM / IEEE/etc.)

* For these categories only 50% of the points will be accumulated
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D2. Points accumulation from Research / Department of Arts
Due to the nature of the research conducted in the Department of Arts, Table D2 has
been produced to address the research output of the Department. For all other

research outputs such as journal papers, conferences, books, etc. the European
University Cyprus’ “Points’ accumulation” table given in section D1 must be followed.

Table D2
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Point Other
S Performance /Exhibition (Artist Creative works Workshop/Seminars/Fe
stivals
/Competitions/
Broadcasts/Residencie
S
Music Graphic Design Music Graphic
Design
5 Performance | Participation in | Composition . lglatiogal Perfformance or
: roadcast of a
- Natlonal_ Iocgl _g_rOUp for u_p_to 4 composition/arrangement
level (partial | exhibition musicians e Adjudication of
performance Competition
) e Invited workshop / art
lecture in national
conference/festival
10 | Performance | Participation in | Composition Publication . |ntgnat(ijonaltPirformance
H H H Oor broadcast or a
- _ international from_ 5_—10 des!gn _ composition/arrangement
International | group musicians (national/inter e  Competition Finalist
level (partial | exhibition national) - e Invited workshop / art
performance booklets lecture ininternational
conferencef/festival
) covers e Invited Artist (Workshop)
15 | Performance | Editor of Composition Publication . Compdetition \€Vinner |
: i ; e Invited Artist (Festival —
- Natlona! exhibition for 1_0_ o_le5|gn _ duration more than three
level (entire | catalogue musicians and | (international) days)
concert) (national/intern | above - books and
Performance | ational) exhibition
with Large catalogues
Ensemble
20 | Performer — | Participation in | Composition | Commissione | Participation in funded
International | national solo for Symphonic | d work by international residency
level (entire | exhibition Orchestra government/m
concert) useum/
other cultural
institution
25 Participation in | Publication of

international
solo exhibition

a composition
(Score/CD) by
an
International
Music
Publishing
House
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“CYBERSECURITY (M.Sc.)”



Course Title Introduction to Cybersecurity
Course Code CYS602

Course Type Compulsory

Level Master (2" cycle)

Year / Semester

1stYear / 1t Semester

Teacher's Name

Dr Pericles Leng-Cheng

ECTS

10 Lectures / week | None

Laboratories /
week

None

Course Purpose
and Objectives

This course introduces the fundamental concepts and terminology of
cybersecurity as a whole, and functions as a short introduction to the
large number of cybersecurity topics that are covered within this MSc

course.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Describe the meaning and position of fundamental
cybersecurity concepts and terminology

e Explain the position of the different topics within cybersecurity
and how they fit into a comprehensive cybersecurity model

e Classify and describe different cybersecurity components and
how they contribute to effective defence

e Classify and describe different potential routes for cyber

attacks.

e Understand the importance and application of IT law and

cybersecurity certification

Prerequisites

None Co-requisites

None




Course Content

Introduction: Refresh on fundamental networking principles and
devices and distributed systems, the context within which cybersecurity
(or lack thereof) can be present. Network structure and ways of
communication.

History of cybersecurity: important attacks and consequences. Related
history (e.g. the important role of cryptography and cryptanalysis in
World War 11, etc.)

Current importance of cybersecurity, given the connectedness of most
of our daily lives. Analysis of critical infrastructures and the position of
critical information infrastructures within these — importance of the
protection of such systems for the smooth operation of essential
services in all areas of life. The network as a route for cyberattacks,
how the network can be protected, vulnerabilities, threats.

Asset protection (including data) as a valuable business operation and
its contribution to business survivability.

Main principles of cybersecurity — confidentiality, integrity, availability
and combinations thereof, resulting in other important cybersecurity
concepts and services — accountability, non-repudiation, authenticity,
resilience, business continuity and disaster recovery, audit,
cybercrime, data / system / network forensics, cyberdefence.

Introduction to the phases of cybersecurity — Identify, Protect, Detect,
Respond, Recover.

Applicable cybersecurity and IT law

Software licensing, Data privacy and security, Electronic signatures,
Legal and regulatory risks, cyberattacks, digital forensics, liability
issues, trust. Introduction to ISO/IEC 27001 Information security
management.

Introduction to other courses in this MSc (to aid selection of the elective
courses).

Introduction to specific cybersecurity topics — database security, secure
software development, malware analysis, etc.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on usual network
attacks and methods for protection.

Teaching
Methodology

Distance Learning




Bibliography

“Introduction to Computer Networks and Cybersecurity”’,
by Chwan-Hwa (John) Wu and J. David Irwin

“Cybersecurity Foundations: An Interdisciplinary Introduction
Hardcover”, by Lee Mark Zeichner

“Management of Information Security” by Michael E. Whitman,
Herbert J. Mattord

“CISSP Guide to Security Essentials” By Peter Gregory

“Principles of Information Security” by Michael E. Whitman, Herbert J.
Mattord

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines

(ISC)?, ISACA, and other cybersecurity websites

Assessment Examinations 50%
On-going evaluation 50%
100%

Language English




Course Title Communications and Network Security
Course Code CYS603

Course Type Compulsory

Level Master (2" cycle)

Year / Semester

1stYear / 1t Semester

Teacher's Name

Dr George Kioumourtzis

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

This course introduces fundamental concepts of communications and
network security, particularly in the context of internal and external
threats to the operation of the network and to the devices that are
attached to it.

Learning
Outcomes

Upon successful completion of this course students should be able to:

e Describe the underlying principles of networking layers,
architecture, topologies, protocol stacks, and separation of
duties.

e Explain the basic types of networking device, both logical and
physical.

¢ Analyse networking methods and applications in practical
systems.

e Classify and describe different types of wired network attacks.

e Classify and describe different types of wireless network
attacks.

e Describe and evaluate methods and devices used to protect
networks.

Prerequisites

None Co-requisites None

Course Content

Introduction: Refresh on fundamental networking principles and
devices, OSI and TCP/IP models. Different types of networking areas
—WAN, LAN, MAN, PAN, wireless and mobile systems.

Principles: the network as a route for cyberattacks, how the network
can be protected, vulnerabilities, threats.

Network Attacks: scanning, malware, (D)DoS, route poisoning, MAC
spoofing, sniffing, authentication attacks, man-in-the-middle, session
takeover, wiretaps, MAC table flooding, ARP poisoning, ICMP attacks,




DNS poisoning, smurf and fraggle attacks, phishing, spam, war-
dialling, methods to prevent the network attacks that have been
covered (within the discussion of each attack type).

Wireless Attacks: Encryption and key management vulnerabilities,
wireless  sniffing, war-driving, mobile/cellular cell spoofing,
eavesdropping, mobile phone attacks, methods to prevent the network
attacks that have been covered (within the discussion of each attack

type).

General protection, prevention and detection: Firewalls and packet
filtering, demilitarized zones (DMZ), intrusion detection and prevention
systems, IPsec, VLANs and network zoning, MAC access control,
network authentication, system hardening, encryption, authentication,
universal threat management (UTM), web filtering, honeypots,
awareness.

Network management as an effective information-gathering tool and
starting point for comprehensive protection mechanisms, use of
network and asset management tools to ensure uniform conformity to
relevant cybersecurity standards and policies.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on usual network
attacks and methods for protection.

Teaching Distance Learning
Methodology
- “Computer Networking: A Top-Down Approach (7th Edition), by Jim
Bibliography Kurose and Keith Ross.
“Guide to Computer Network Security, 4th Edition”, by Joseph Migga
Kizza
“Network Security Essentials: Applications and Standards”, Sixth
Edition, by William Stallings
IEEE/ ACM/ Elsevier/ Springer Journals and Magazines
Assessment Examinations 50%
On-going evaluation 50%
100%
Language English




Course Title Cryptography
Course Code CYS604

Course Type Compulsory
Level Master (2" cycle)

Year / Semester

1stYear / 1t Semester

Teacher's Name

Dr Philippos Isaia

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

This course introduces fundamental concepts of cryptography and its
uses in cyber and information security. Beyond the basic uses for
keeping information secret and the different methods available,
additional forms, such as hashes, digital signatures, non-repudiation
and steganography, are introduced.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Describe the underlying principles of cryptography, clear text,
plain text, algorithms, and keys.

e Explain the different kinds of encryption methods (symmetric,
asymmetric) and the differences between them.

e Classify and describe a number of different encryption
algorithms and the way that they work.

e Describe the mathematical principles behind encryptionand
the mathematical properties of ciphertext.

e Describe and evaluate different methods used to crack
encryption.

e Explain the different uses of encryption methods and the
security objectives that they meet.

Prerequisites

None Co-requisites None




Course Content

Introduction: History of cryptography, early forms, cryptosystem
strength, Caesar cipher, one time pad, steganography.

Principles: basic cryptographic functions — substitution ciphers and
transposition ciphers, symmetric and asymmetric algorithms, block and
stream ciphers, hybrid systems.

Symmetric_systems: DES, 3-DES, AES, IDEA, Blowfish, RC4-5-6,
Twofish, Serpent, others, uses and cryptographic services provided.

Asymmetric systems: Diffie-Hellman algorithm, RSA, El Gamal, Elliptic
Curve systems, zero knowledge proof, SSL/TLS, PGP, S/MIME,
Bitcoin.

Public key systems: one-way algorithms, public and private keys, public
key infrastructure, certificate and trust authorities, distributed trust
systems.

Other_cryptographic _services: message and file integrity, hashing,
digital certificates, digital signatures, key management.

Attacks: known and chosen plaintext attacks, ciphertext attacks,
analytical attacks, frequency analysis, statistical attacks, social
engineering attacks.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the uses of
cryptography in real systems.

Teaching Distance Learning
Methodology
Bibliography “Introduction to Modern Cryptography, Second Edition (Chapman &

Hall/CRC Cryptography and Network Security Series)”, by Jonathan
Katz and Yehuda Lindell

“Understanding Cryptography: A Textbook for Students and
Practitioners”, by Christof Paar and Jan Pelzl

“Applied Cryptography: Protocols, Algorithms and Source Code”, by
Bruce Schneier

“Modern Cryptanalysis: Techniques for Advanced Code Breaking”, by
Christopher Swenson

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines




Assessment

Examinations
On-going evaluation

50%

50%

100%

Language

English




Course Title Cybersecurity Policy, Governance, Law and Compliance

Course Code CYS605
Course Type Compulsory
Level Master (2" cycle)

Year | Semester | 15tYear / 2" Semester

Teacher's Name | Dr Yianna Danidou

ECTS 10 Lectures / week | None Laboratories / | None
week

This course provides an overview of the broad and constantly emerging
field of cybersecurity policy, governance, law and compliance. The
importance of the role of security policy isdiscussed.

Course Purpose
and Objectives

Learning Upon succesful completion of this course, students should be able to:

Outcomes . . . L
e State and identify concepts relating to organizational

cybersecurity policy, governance mechanisms, applicable
legislation and compliance requirements for information
security.

e State and interpret the different components of a
comprehensive organizational cybersecurity policy.

e State and interpret the role of security policy within an
organization and its position with relation to other controls
within a comprehensive cybersecurity environment.

o Describe the role of corporate governance with regards to
cybersecurity, and the business reasons for implementing a
cybersecurity function.

e Recognize and explain major applicable legislation and
regulatory framework (local, European, international).

o Define, explain and exemplify compliance requirements in
relation to cybersecurity, information security, data protection
(privacy, anonymity) and critical information infrastructure
protection.

Prerequisites None Co-requisites None




Course Content

Introduction: Concepts of cybersecurity, its relationship with network
and information security, cybercrime, cyberdefence, and related
definitions. Concepts of policy, governance, related law and
compliance, and the relationships between them.

Principles: Information security components and concepts,
confidentiality, integrity, availability.

Policy: definition, role of policy in an organization, statement of
management purpose and organizational objectives, description of
organizationalapproach, standards, baselines, guidelines, procedures.

Governance: Role of cybersecurity and information security in the
organization, levels of responsibility, the different personnel roles:
information owner, information custodian, administrator, solution
provider, change control, human resources, user. Certification and
accreditation.

Law: Relevant laws and legal/regulatory frameworks on the national,
European and international level. Different types of law related to
cyberattacks — computer as the means, computer as a victim.
Problems of jurisdiction, borderless nature of cybercrime, relevance
and importance of data protection and privacy, investigations.

IT and Law:

Introduction, Terminology, and the Nature of Cyberspace and
Threats. Cyber-regulation and cyber-regulatory theory. Cyberproperty
and Intellectual Property. Cyber-rights, Speech Harm, Crime and
Control. Roles of International Law, the State, and the Private Sector
in Cyberspace. Authentication and Identity Management. Speech,
Privacy and Anonymity in Cyberspace. Trust.

Compliance: Reasons for specific cybersecurity legislation beyond
cybercrime, compliance requirements, self-assessment, auditing
principles, audit process.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses onreasons behind
and expected benefits of compliance requirements and on
recent/future developments.

Teaching Distance Learning
Methodology
Bibliography Security Risk Management: Building an Information Security Risk

Management Program from the Ground Up”, by Evan Wheeler

“Information Security Governance: A Practical Developmentand
Implementation Approach”, by Krag Brotby




“Enterprise Cybersecurity: How to Build a Successful Cyberdefense
Program Against Advanced Threats”, by Scott E. Donaldson

“Cyber Security and IT Infrastructure Protection”, by John R. Vacca

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines

Assessment Examinations 50%
On-going evaluation 50%
100%

Language English




Course Title Cybersecurity Architecture and Operations
Course Code CYS606

Course Type Compulsory

Level Master (2" cycle)

Year / Semester

1stYear / 2" Semester

Teacher's Name

Dr Nikos Tsalis

ECTS 10 Lectures / week | None Laboratories / | None
week
This course introduces the fundamental security principles of

Course Purpose
and Objectives

confidentiality, integrity, availability, as well as related security services
such as accountability, non-repudiation, authentication, etc. The whole
operational environment is described, with reference to ongoing
security processes such as user provisioning, vulnerability
management, penetration testing, exercising, change management,
incident response, risk assessment and others. The five phases of
cybersecurity are discussed here — Identify, Protect, Detect, Respond,
Recover.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

¢ |dentify the various components of acomprehensive
cybersecurity architecture within an organization.

e Describe and classify controls that meet specific control
objectives and to treat identified risks.

e Explain in detail the basic security principles of confidentiality,
integrity and availability, as well as related security services
such as accountability, non-repudiation, authentication, etc.

e Describe the five phases of cybersecurity operations: Identify,
Protect, Detect, Respond, Recover.

e Describe and evaluate the processes of vulnerability
management, penetration testing, exercising, change
management, incident response, and others.

e Classify and describe a number of different effects of main
cybersecurity controls on the operational environment, e.g.
access control.

e Evaluate and select appropriate architectural and operational
options according to the organizational risk environment.




Prerequisites

None Co-requisites None

Course Content

Introduction: Definition of security objectives: confidentiality, integrity,
availability, accountability non-repudiation, authentication.

Processes: User provisioning, access control, vulnerability
management, penetration testing, exercising, change management,
incident response, others.

Phases: Phases of cybersecurity operations, in relation to the before
and after of an incident: Identify, Protect, Detect, Respond, Recover.

Identify: Identification of organizational assets, threats, vulnerabilities
and risks (details in risk assessment course), vulnerability
management (open databases, CVE, etc.) as an essential process.

Protect: Selection and evaluation of controls to meet control objectives
and risks identified, application and monitoring of controls, control lists
(ISO 27002, COBIT 5, SANS 20 Critical Controls, Australia DSD Top
Mitigations, etc), defense-in-depth considerations, penetration testing,
BCP and DRP testing, system hardening.

Detect: Detection of cybersecurity incidents as they occur, evaluation
of impacts, log analysis, IDS/IPS, attack vector analysis, SIEM (security
incident and event management), indicatiors of compromise (I0C).

Respond: Incident triage and response, CERT/CSIRTS, triggering and
implementation of business continuity and disaster recovery plans,
corrective controls.

Recover: Orderly and planned return to prior operational status and
capabilities, lessons learned, evaluation of corrective controls and
supporting processes.

Specific_cybersecurity operations topics: Database security, secure
software development, mechanisms for ensuring the security of
information at rest, in transit, and during processing, side-channel
considerations.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the
practicalities of cybersecurity operations in real environments.




Teaching
Methodology

Distance Learning

Bibliography

Farwell, J.P., Roddy, V.N., Chalker, Y. and Elkins, G.C. The
Architecture of Cybersecurity: How General Counsel, Executives, and
Boards of Directors Can Protect Their Information Assets. University
of Louisiana at Lafayette.

Santos, O., Developing Cybersecurity Programs and Policies.
Pearson.

“Cybersecurity: Protecting Critical Infrastructures from Cyber Attack
and Cyber Warfare”, by Thomas A. Johnson (Editor)

“The Complete Guide to Cybersecurity Risks and Controls (Internal
Audit and IT Audit)”, by Anne Kohnke and Dan Shoemaker

ISO 27002:2013 - Information technology — Security techniques —
Code of practice for information security management

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines

Assessment

Examinations 50%
On-going evaluation 50%
100%

Language

English




Course Title Ethical Hacking and Penetration Testing
Course Code CYS607

Course Type Compulsory

Level Master (2" cycle)

Year / Semester

1stYear / 2" Semester

Teacher's Name

Dr Nikos Tsalis

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

The objective of this course is to provide a detailed introduction into the
world of ethical hacking and to understand its usefulness to
organizations in practical terms. Hacking concepts, tools and
techniques, and countermeasures are covered, along with how
penetration testing fits into a comprehensive cybersecurity regime.
Beyond the confines of ethical hacking, this course covers aggressive
hacking techniques that are essential knowledge for professionals who
need to be able to defend against such advanced attacks.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Define the different types of hacking and its legal and illegaluses
in the cybersecurity world

e |dentify and evaluate the different type of hacking attacks and how
these attacks proceed

e Explain the principles of vulnerability research

e Describe the different phases of ethical hacking and select
appropriate techniques depending on the assignment.

e Define, describe and perform the different kinds of penetration
testing — black box, grey box, white box.

e Make effective use of penetration testing related tools

e Define which tool is more effective at each step of a penetration
testing project

Prerequisites

None Co-requisites None




Course Content

Introduction: Definition of ethical hacking and penetration testing,
position within a comprehensive cybersecurity posture, applicable
national and international laws, difference between ethical (white hat),
non-ethical (black hat) and grey hat hackers, vulnerability research and
zero-day vulnerabilities.

Hacking phases: The five phases of hacking — reconnaissance,
scanning, gaining access, maintaining access, covering tracks.

Reconaissance: Discovery of target information, footprinting,
competitive intelligence, social engineering, Google hacking, website
footprinting, email tracking

Scanning: TCP flags, ping sweeps, connect scans, TCP flag
manipulation, SYN scans, IDLE scans, scanning tools, banner
grabbing, vulnerability scanning, ip spoofing, enumeration techniques
and tools

Gaining and maintaining access: password cracking, dictionary
attacks, brute force attacks, hashing attacks, privilege escalation,
executing applications, malware (viruses, worms, trojans, rootkits,
spyware, botnets), lalware detection and anti-malware software,
DoS/DDoS, network sniffing, MAC, ARP and DNS attacks, session
hijacking, web application attacks, SQL injection, wireless network and
mobile device attacks, cryptanalysis and related attacks.

Covering _tracks: Rootkits, disabling auditing, clearing logs,
anonymisers, proxies, hiding files, track covering tools

Practical penetration testing: Penetration testing methodology, ethical
considerations, assignments and contracts, reporting, relationship to
audits and audit techniques.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the
practicalities and challenges of penetration testing.

Teaching Distance Learning
Methodology
Bibliography Kim, P. The Hacker Playbook 3: Practical Guide to Penetration

Testing.

Harper, A., Harris, S., Ness, J., Eagle, C., Lenkey, G. and Williams, T.
Gray hat hacking: the ethical hacker's handbook. McGraw-Hill
Education.




“Hacking: The Art of Exploitation, 2nd Edition”, by Jon Erickson

“Social Engineering: The Art of Human Hacking”, by Christopher
Hadnagy and Paul Wilson

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines

Assessment Examinations 50%
On-going evaluation 50%
100%

Language English




Course Title

Research Methods in Cybersecurity

Course Code CYS621
Course Type Optional
Level Master (2" Cycle)

Year / Semester

2ndYear / 3" Semester

Teacher's Name

Dr George Christou

ECTS

Laboratories / | none
week

10 Lectures / week | none

Course Purpose
and Objectives

The student acquires the necessary skills to enable the successful
completion of scientific experiments and their analysis. Established
research methods for independent research are introduced using
methodical processes.

Learning
Outcomes

Upon successful completion of this course students should be able to:

Explain the scientific method

Discuss the various types of research

Assess data through descriptive statistics

Create correct scientific experiments

Propose critical analyses of data based on statistical tests
Explain correlation and regression evidence as part of the
analysis of an experimental result

Prerequisites

None Required None

Course Content

The nature of research:

Definitions and types of research; research process; types of research
methods; feasibility and value; Statistical and qualitative techniques for
data analysis; use of appropriate software

Descriptive Statistics:

Frequency Distributions; Proportions and Percentages; Nominal,
Ordinal and Interval Data;

Cumulative Distributions; Cross-Tabulations; Mode, Median, and
Mean; Range, Variance and Standard Deviation; Graphical
Representations

Probability and the Normal Curve:
Probability; Probability Distributions; Characteristics of the Normal
Curve; Random Sampling; Sampling Error; Sampling Distribution of




Means; Standard Error; Confidence Intervals; The t Distribution;
Proportions; Generalizing From Samples to Populations

Decision Making

The Null Hypothesis; The Research Hypothesis; Levels of
Significance; Standard Error; Two Sample Tests of Proportions;
Analysis of Variance; The Sum of Squares; The F Ratio;
Nonparametric Tests; The Chi-Square Test; The Median Test

Association Methods

Correlation; Strength and Direction of Correlation; Curvilinear
Correlation; Correlation Coefficient; Pearson's Correlation Coefficient;
The Regression Model; Regression and Pearson's Correlation;
Spearman’'s Rank-Order Correlation Coefficient; Goodman's and
Kruskal's Gamma; stration: Goodman's and Kruskal's Gamma.

Program-specific content

As this course is taught in a variety of Master’s programs offered by the
department of Computer Science, the last part of the course will
discuss specific research methods for each discipline. The specific
topics will be provided by the instructor of the course according to the
specific needs of the audience.

Teaching _ _
Methodology Distance Learning
Bibliography Edgar,_T. W. and Manz, D. O. Research Methods for Cyber Security.
Cambridge, MA: Syngress.
Argyrous, G. Statistics for Research: with a guide to SPSS. Los
Angeles, CA: Sage.
King, R. S. Research Methods for Information Systems, Dallas, TX:
Mercury Learning & Information
Cohen, P. R. Empirical Methods for Artificial Intelligence, Cambridge,
MA: The MIT Press.
AEEEETE Exami_nations _ 50%
On-going evaluation 50%
100%
Language English




Course Title Special Cybersecurity Topics
Course Code CYS622
Course Type Elective

Level

Master (2" cycle)

Year / Semester

15720 or 2nd/3d

Instructor

TBA

ECTS

3 Hours/14
weeks

10 Lectures/ Labs / week N/A

week

Course Aims

The aim of the course is the presentation and critical discussion of
contemporary theoretical views, trends and practices that affectthe
theory and practice of Cybersecurity.

Learning
Outcomes

Upon completion of the course, students are expected to be able to
respond to the objectives of the course content as this will be
designed by the corresponding instructor at the time. Please see
attached a possible such syllabus (see also its Study Guide)

Pre-requisites

None Co-requisites None

Course Content

The exact course content will be based on the special scientific
interests of and the needs of the students and might focus on a variety
of topics in the field of Cybersecurity. In each case the appropriate
teaching and learning methodologies will be applied as well as the
appropriate assessment methods and activities. It is requested that
the instructor will submit a detailed course outline and the respective
study guide of the course on the particular semester s/he will offer the
course.

Teaching Distance Learning
Methodology
Literature Literature and reading material will be selected by the instructor on
the basis of the content of the course as this will be designed for the
particular semester.
Assessment Examinations 50%
On-going evaluation 50%
100%

Language

English




SAMPLE SYLLABUS

Course Title Contemporary Issues or Special Topics in Cybersecurity
Course Code CYS6...

Course Type Elective

Level Master (2" cycle)

Year / Semester

2ndYear / 3" Semester

Teacher's Name

Dr Philippos Isaia

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

The objective of this course is to provide the student with a
comprehensive view of the current state of cybersecurity — major
incidents and statistics, recent developments in law, policies, national
and European strategies, privacy considerations, new technologies,
Safer Internet and the various related professional certifications that
are available. Also to provide insight from the organizations and a
market perspective of cybersecurity as a critical factor of business
growth and economic development. Finally to present the emerging
cybersecurity ecosystem and need to keep up to technological
developments and threats.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e |dentify and define the current events in cybersecurity

e Describe the various statistics available on cybersecurity and
successful attacks around the world

e Explain recent developments in national, European and
international cybersecurity laws and policies

e Define and describe recent developments in the European
area and the impact that these may have on the way
cybersecurity operations are conducted

e Define and describe the different parts of national and
European cybersecurity strategy and how they lead to a
holistic approach to the response to cybersecurity threats

e Identify and describe recent developments in the privacy area,
and how it is related to and can be protected by proactive
cybersecurity operations




e |dentify and describe emerging technologies in the
cybersecurity field and their applications

e Understand the principles of Safer Internet awareness and how
cyber awareness becomes a critical factor of vulnerability for
cybersecurity on individual or organizational level.

e Define and describe the various professional certifications that
are available in the area of cybersecurity and network and
information security, and how they are applicable to different
parts of a comprehensive cybersecurity architecture and
related operations

Prerequisites

None Co-requisites None

Course Content

Introduction: The pace of current developments in cybersecurity and
the way that they can influence cybersecurity architecture and
operations in organizations and governments. Statistics and major
cyber attacks / incidents in recent years.

Law _and Policy: Recent developments in law and policies at the
national, European and international level. How these developments
can impact the way that cybersecurity operations are conducted. Rising
importance of privacy and associated policies. Implications of the
expanding usage of cloud services.

Strategy: National (including Cyprus) and European cybersecurity
strategies, how they fit together, national and international cooperation,
common and special threats, differences between national and
organizational strategies, connections to the areas of cybercrime,
cyberdefence and related external affairs. Critical Information
Infrastructure Protection.

Cybersecurity as a factor of growth and the Cybersecurity Ecosystem:

The importance of cybersecurity for businesses and organizations in
general and the interrelations with the other policies. How cybersecurity
is a factor of growth and economic development of a business or a
whole country.

The Cyberecurity ecosystem is in constant evolution and a professional
needs to make sure keeping up with it. As cybersecurity as a field has
grown in scope and influence, it has effectively become an ‘ecosystem’
of multiple players, all of whom either participate in or influence the way
the field develops and/or operates. It is crucial for those players to
collaborate and work together to enhance the security posture of
communities, nations and the globe, and security consultants have an




important role to play in facilitating this goal, in order to achieve a
collaborative security in cyberspace.

Emerging technologies: Emerging technologies, both in the
cybersecurity and in other technological domains, implications on
current cybersecurity practices, penetration of technologies that are
vulnerable to cyber attacks in all aspects of daily life, implications on
vital societal functions.

Safer Internet: national, European and international efforts in the Safer
Internet area, importance of cyber awareness raising for both of these
areas, importance and effects of a high level of cyber safety awareness
on individual or organizational level, links and effects to other
cybersecurity awareness raising initiatives, Better Internet for children
as a key for an innovating society.

Professional Certifications: Introduction to the different information
security and cybersecurity professional certifications that are available,
importance of their combination with academic qualifications, areas of
specialization, additional cybersecurity areas covered.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the latest
developments in the cybersecurity area and their related implications.

Teaching Distance Learning
Methodology
Bibliography National, European and international cybersecurity strategy, policy
and legal documents
IEEE Journals, Magazines and Websites
(1ISC)? Journals, Magazines and Websites
ISACA Journals, Magazines and Websites
Other professional certification information sources
Assessment Examinations 50%
On-going evaluation 50%
100%
Language English




Course Title Cybersecurity Risk Analysis and Management
Course Code CYS623

Course Type Optional

Level Master (2nd cycle)

Year / Semester

2ndYear / 3" Semester

Teacher's Name

Dr George Kioumourtzis

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

This course introduces the fundamental concepts of cybersecurity risk
analysis and management, as well as its position as the foundationfor
cybersecurity protective mechanisms. It covers a wide range of
principles and processes related to risk management, and sets the
scene for the development of comprehensive cybersecurity controls to
protect an organizations assets according to the risk appetite of senior
management.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Describe the underlying principles of risk analysis and
management and the purpose and benefits behind such
activities

e Explain the terms used, such as risk, analysis, management,
vulnerability, threats, actors, impact, risk matrix, etc.

e Recognise the difference between vulnerabilities and threats.

e Classify and describe a number of different risk
assessment/management methodologies.

e Classify and describe different assets and theirvalues
(including tangible and intangible assets).

e |dentify and explain various threat sources and the impacts
that their materialization may manifest.

e Describe the risk management process, as it pertains to the
protection of assets.

e Evaluate and select appropriate risk treatment options
according to the combination of impacts and probabilities that
the risk analysis has produced.

Prerequisites

None Co-requisites None




Course Content

Introduction: Definition of cybersecurity risk and associated
terminology, the position of risk analysis and management in relation
to the other components of a cybersecurity programme.

Principles: Assets, vulnerabilities, threats, threat actors, likelihood.
Management of risks compared to simple acceptance. Risk treatment
options: avoidance, mitigation, transfer, acceptance.

Assets: Tangible and intangible assets in the cyber world (hardware /
software / data, classification, criticality based on the importance and
value to organization (not just monetary), dependencies, potential for
critical national infrastructure.

Vulnerabilities: Sources of cyber vulnerability, complexity of modern
software, attack surface of modern systems, development of software
for functionality and not with security considerations, existing known
and zero-day system vulnerabilities, vulnerability databases and open
information.

Threats: Cyber threat categorization, sources, motivation, type,
technical vs. non technical (e.g. attacks to cooling systems to disrupt
cyber systems), threat actors, exploitation of cyber vulnerabilities
leading to impact and associated likelihood.

Risk analysis: Risk as a combination of possible impact of a threat
exploiting a wvulnerability and the probability of such an impact
occurring, evaluation of cyber risks, categorization, qualitative and
guantitative risk analysis, pre-requisites for meaningful quantitative
cyber risk assessment, methodologies, risk register.

Risk management: Risk evaluation and associated selection of risk
treatment options, effects and selection of risk avoidance, mitigation,
transfer, acceptance (or a combination thereof), risk management as
an iterative process, risk profile stemming from modifications in an
organisation’s environment, building an organisation’s cybersecurity
control environment from the results of risk analysis, introduction to
basic cybersecurity controls.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the practical
uses challenges of risk analysis and management in real
environments.

Teaching
Methodology

Distance Learning




Bibliography

“Effective Cybersecurity: A Guide to Using Best Practices and
Standards 1st Edition, by Willian Stallings

“Cyber-Risk Management” by Atle Refsdal, Bjgrnar Solhaug, Ketil
Stglen

“Security Risk Management: Building an Information Security Risk
Management Program from the Ground Up”,
by Evan Wheeler

“How to Measure Anything in Cybersecurity Risk”, by Douglas W.
Hubbard and Richard Seiersen

“The Complete Guide to Cybersecurity Risks and Controls (Internal
Audit and IT Audit)”, by Anne Kohnke and Dan Shoemaker

Assessment

Examinations 50%
On-going evaluation 50%
100%

Language

English




Course Title Data Privacy in the era of Data Mining and Al
Course Code CYS624
Course Type Optional

Level

Master (2" cycle)

Year / Semester

2"dYear / 3 Semester

Teacher's Name

Dr Yianna Danidou

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

The objective of this course is to provide a comprehensive overview of
growing data privacy threats to future communication technologies and
Internet of Things (loT) applications such as the Smart Grid and Smart
Cities, e-Health and Wireless Sensor Technologies. Recent advances
inthe technical ICT fields of pervasive communications, combined with
the science of big data mining and machine learning, are continuously
transforming the way we interact with each other, with physical devices
and infrastructures. Such technologies are becoming more tightly
intertwined with our daily activities and we are becoming more
integrated into the cyber-physical systems that surround us. The
positive (economic) impact on society of such advances is enormous;
however, big data information flows exposes important privacy details
of our daily lives and our behavioural patterns. Such information may
potentially be abused for purposes ranging from digital identity theft to
targeted marketing, or discrimination based on medical history or other
digital footprints, leading to fundamental privacy concerns.

On this basis, the objectives of this course further include: a)
Understanding interdisciplinary aspects of data handling and cyber
security solutions: ultimately, this involves modelling and defining the
trade-off between privacy and utility in information sharing loT
scenarios, in a mathematically rigorous way. b) Familiarise with
fundamental data mining and machine learning algorithms with a focus
on their application as privacy-invasive technologies. c) Learn how to
develop application-specific privacy enhancing techniques, including
security layers such asintrusion detection, privacy-by-design methods,
and privacy-aware sensing.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Discuss privacy-by-design principles.
e Getanoverview of EU legislative and business regulatory
aspects of data handling.




e Use cyber security protocols to engineer holistic data privacy
system solutions.

e Apply fundamental data mining and activity recognition
algorithms to run privacy-invansive security tests.

e Understand the principles of differential privacy and implement
privacy-preserving algorithms.

e Design privacy solutions for IoT scenarios, including Smart
Grid, Smart Cities and wearable sensor technologies.

Prerequisites

None Co-requisites None

Course Content

IoT scenarios and privacy concerns: Smart meter data collection,
wearable and smartphone mobile sensing technologies, data handling
and data linking potential risks and system-level analysis.

Mathematical privacy metrics and privacy invasion tools: relative
entropy, mutual information, cluster classification, regression analysis,
residual features, activity recognition, non-intrusive appliance load
monitoring, exploratory data mining, differential privacy and atypicality.

Cyber-security privacy protection solutions: anonymisation with trusted
third party, data aggregation, data splitting, secure multi-party
communication protocols, homomorphic encryption, zero-proof
cryptosystem, data obfuscation, physical behaviour optimisation.
Anonymity networks (e.g. Tor and 12P), ethics

Information-theoretic _privacy preserving technigues: privacy-utility
trade-off optimisation, privacy-aware data sensing, lossy data
compression, rate-distortion function, differentially private billing.
General Data Protection Regulation (GDPR)

Standardisation, regulatory and business aspects: consent-based
approaches, ethical aspects of data collection, access control
restrictions, business requirements and risks. ISO/IEC 27001 family of
standards.

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry. Discussion normally focuses on the practical
privacy scenarios and loT considerations.

Teaching Distance Learning
Methodology
Bibliography Keith M Martin, Everyday Cryptography: Fundamental Principles and

Applications. Oxford University Press.

Brij Bhooshian Gupta, Quan Z. Sheng, Machine Learning for
Computer and Cyber Security: Principle, Algorithms, and Practices.




R. Mendes and J. P. Vilela, "Privacy-Preserving Data Mining:
Methods, Metrics, and Applications," in IEEE Access, vol. 5, pp.
10562-10582.

Clarence Chio, David Freeman, Machine Learning and Security:
Protecting Systems with Data and Algorithms.

Dua, S. and Du, X., Data mining and machine learning in
cybersecurity. Auerbach Publications

IEEE/ ACM/ Elsevier/ Springer Journals and Magazines

Assessment Examinations 50%
On-going evaluation 50%
100%

Language English




Course Title Incident Response and Forensic Analysis
Course Code CYS625

Course Type Optional

Level Master (2" cycle)

Year / Semester

2ndYear / 3" Semester

Teacher's Name

Dr Olga Angelopoulou

ECTS

Laboratories / | None

week

10 Lectures / week | None

Course Purpose
and Objectives

The objective of this course is to introduce concepts and techniques
related to the topics of incident response and forensic analysis. An
incident is a matter of when, not if, a compromise or violation of an
organization’s security will happen. Today’s cyber threats have
become very complex and require additional resources and skills to
mitigate detect analyze and respond to. The uniqueness and
complexity of these threats is often beyond the capabilities of ordinary
IT teams. Detecting these incidents therefore requires additional skills
such as forensics, malware analysis and threat detection which help
decipher how this threats operate and therefore how they can be
prevented and mitigated. Forensic analysis techniques are introduced,
along with standard tools that are used to carry out computer forensic
investigations, with emphasis on digital evidence acquisition, handling
and analysis in a forensically sound way.

Learning
Outcomes

Upon succesful completion of this course students should be able to:

e Define and describe the main phases of incident response

e Evaluate incident data and indicators of compromise (I0C) to
determine the correct responses to an incident

¢ |dentify different kinds of attacks methods to counter their
effects

e Describe the different phases of incident response —
preparation, identification, containment, eradication, recovery,
follow-up

e Explain the principles of evidence collection and the chain of
custody

¢ |dentify and evaluate key forensic analysis techniques

e Describe the application of such techniques to real situations
and the connection with incident response




e Describe the ways in which cybercrime investigations use
forensic analysis and legal issues regarding evidence
collection.

Prerequisites

None Co-requisites None

Course Content

Introduction: Definitions of incident response and forensic analysis,
relation of incident response to the rest of cybersecurity operations,
incident response phases - preparation, identification, containment,
eradication, recovery, follow-up, indicators of compromise (IOC),
forensic analysis as an incident response tool and as support for
cybercrime investigations, cybersecurity forensics principles.

Preparation: Policies and procedures, incident workflows, guidelines,
incident handling forms, principles of malware analysis, log analysis,
threat intelligence, vulnerability management, penetration testing,
digital forensics, incident ticketing systems, incident documentation
templates.

Identification: Detection, incident triage, information gathering and
reporting, incident classification, indicators of compromise (I0C).

Containment: Damage limitation, network segment isolation, system
isolation, forensic backup and imaging, use of write blockers,
temporary fixes, malware spread limitation.

Eradication: Actual removal and restoration of affected systems,
removal of attack artifacts, scanning of other systems to ensure
complete eradication, use of IOCs on other systems and local
networks, cooperation with forensic analysis to understand the attack
fully.

Recovery: Test and validate systems before putting back into
production, monitoring of system behavior, ensuring that another
incident will not be created by the recovery process.

Follow-up: Documenting lessons learned, preparatory activities for
similar future incidents, technical training, process improvement.

Digital Forensics Investigation Process: Applicable laws, investigation
methodology, chain of custody, evidence collection, digital evidence
principles, rules and examination process, first responder procedures.

Technical forensics tools and techniques: Hard disks, removable media
and file systems, Windows forensics, duplication/imaging of




forensic data, recovering deleted files and hidden or deleted partitions,
steganography and image forensics, log analysis, password crackers,
network device forensics, packet capture analysis, email tracking,
mobile forensics, investigation of attacks, common tools (Encase, FTK,
etc.)

Business case study and lecture: Lecture by invited experts from the
cybersecurity industry, including law enforcement. Discussion normally
focuses on the practicalities and challenges of incident response and
the ways in which forensic analysis contributes to successful
cybercrime prosecutions.

Teaching Distance Learning
Methodology
- “Incident Response & Computer Forensics, Third Edition” by Jason T.
Bibliography Luttgens and Matthew Pepe
“Blue Team Handbook: Incident Response Edition: A condensed field
guide for the Cyber Security Incident Responder”, by Don Murdoch
“Computer Incident Response and Forensics Team Management:
Conducting a Successful Incident Response”, by LeightonJohnson
“The Basics of Digital Forensics: The Primer for Getting Started in
Digital Forensics”, by John Sammons
“Digital Forensics with Open Source Tools”, by Cory Altheide and
Harlan Carvey
“Digital Forensics Processing and Procedures”, by David Lilburn
Watson and Andrew Jones
IEEE Journals and Magazines
Assessment Examinations 50%
On-going evaluation 50%
100%
Language English




Course Title

Master Thesis

Course Code

CYS695

Course Type Compulsory (for students choosing the Master Thesis)
Optional (for students choosing the elective courses)
Level Master (2" cycle)

Year / Semester

2ndYear / 39 Semester

Teacher's Name

Dr George Christou

ECTS

Laboratories / | None

week

30 Lectures / week | None

Course Purpose
and Objectives

The course’s purpose is to provide guidance on how to write a
successful Master's Thesis. It aims to provide skills in research
methods, regardless of the student’s subfield of study (as long as it is
in the general field of Computer Science). It also aims to equip the
student with the tools required to manage a project as large as a
Master’s thesis, through providing project management techniques.
Finally, it aims to prepare the student for independent work as a
recipient of a Master’s degree.

Learning
Outcomes

Upon successful completion of this course students should be able to:

e Demonstrate written and oral technical research skills.

e Select and justify a research topic, and use various resources to
carry out a literature search.

e Design, execute, interpret and report results from empirical
research projects.

e Manage a project and explain the relevant techniques and tools
needed in order to complete it successfully on time and within
budgeted resources.

e Identify real-world problems to which academic concepts and
methods can be realistically applied to improve or resolve the
problem situation.

e Select and use effectively the methods and techniques
appropriate for particular cases, and plan and manage their
work.

e Evaluate a proposed solution and prove its worth to the client.

e Critically evaluate the project and the proposed solution, as well
as recognize and describe legal, social or ethical obligations
stemming from the project.

Prerequisites

Consent of Instructor Co-requisites None




Course Content

Part A: Research Methods:

The nature of research:

Definitions and types of research; research process; topic selection
and scope; feasibility and value.

The literature search:

Sources of information; differentiating between types of sources;
primary, secondary and tertiary sources; using the library and digital
databases to conduct efficient literature reviews; searching the
Internet; role of the supervisor.

Project management:
Methods, techniques and tools for research design, and data
collection.

Analysis and synthesis:
Statistical and qualitative techniques for data analysis; use of
appropriate software. Reliability and validity of research projects.

Presentation of research findings:
Project structure; conventions on citation and quotations; style of
writing a report.

Part B: Thesis:

The student selects a topic from the Thesis Topics Catalogue which
becomes available on the first day of the first week of the semester.
Students receive the catalogue via a personal email sent to them by
the course instructor, and they are also available on the departmental
website. Once the students receive the topics, they have two weeks
(by the second Friday of the semester) to choose a topic. Topics are
assigned on a First-Come, First-Served basis, given that the students
have passed all the pre-requisite courses for a specific topic. Once a
topic is selected and agreed upon with the associated supervisor, the
course follows the weekly breakdown structure as that is provided in
the study guide. See Master Thesis study guide for further details.

The specific deliverables for each individual’'s project must be
discussed and decided upon in consultation with the academic and
industrial supervisors. The roles and responsibilities are outlined
below:

Student:

e To identify and scope a suitable problem
e Explain the value of the research
e To plan and control the project




e To carry out the necessary work

e To review and evaluate the work done

e To prepare and present the project deliverables

e To initiate and maintain contact with the academic supervisor

Academic Supervisor:

e To comment on the suitability of the selected project

e To discuss the mapping of the project onto the course
requirements

e Todiscuss and approve the intended deliverables

e To suggest starting points for consideration of
background research

e To discuss the nature of the thesis and comment on
early drafts

e To provide advice on issues associated with the project
such as design, implementation, and proof of concept as
appropriate.

e To attend any presentation or demonstration of the
project

Program-specific content

As this course is taught in a variety of Master’s programs offered by the
department of Computer Science, the last part of the course will
discuss specific research methods for each discipline. The specific
topics will be provided by the instructor of the course according to the
specific needs of the audience.

Teaching Distance Learning
Methodology
Bibliography Any material suitable for the subfield in which the student is

undertaking the thesis will be specified by the instructor.

Howard, K. & Sharp, J.A., The Management of a Student Research
Project, Gower

Turk, C. & Kirkman, J., Effective Writing: Improving Scientific,
Technical and Business Communication, Chapman & Hall

J. Zobel., Writing for Computer Science, Springer.

W. Navidi, Statistics for Engineers and Scientists, McGraw-Hill
Science/Engineering/Math; Latest Edition.




Statistical Methods for Engineers, by Geoffrey Vining and Scott M.
Kowalski, Thomson, Brooks/Cole, Latest Edition.

J.G. Paradis, M., Zimmerman,The MIT Guide to Science and
Engineering Communication, The MIT Press.

D. Madsen, Successful Dissertations and Theses: A guide to
graduate student research from proposal to completion, Jossey Bass.

Edgar, T. W. and Manz, D. O. Research Methods for Cyber Security.
Cambridge, MA: Syngress.

Argyrous, G. . Statistics for Research: with a guide to SPSS. Los
Angeles, CA: Sage.

King, R. S. Research Methods for Information Systems, Dallas, TX:
Mercury Learning & Information

Cohen, P. R. Empirical Methods for Artificial Intelligence, Cambridge,
MA: The MIT Press.

Assessment

ASSESSMENT STRATEGY:
The specific deliverables for each individual's project must be
discussed and decided upon in consultation with the academic
and industrial supervisors. However, each project must involve
deliverables falling into the following general categories:
(a) A proposed solution to a real-world problem.
(b) A proof of concept, which demonstrates the validity of
the proposed solution.
(c) Clear indication of knowledge of relevant work by
others in the field.
(d) The selection and application of appropriate theoretical
concepts and methods.
(e) A project thesis of between 12,000 to 16,000 words.
Projects will be marked in two ways.
Firstly, according to the following scheme:
e Project justification including its relationship to the
current state of the art

10% 20 marks
¢ Ability to select and use appropriate methods and
techniques
10% 20 marks

e The clarity, coherence and succinctness with which the
solution is developed




30% 60 marks

¢ Novelty. Does the work improve significantly the current state
of the art?
30% 60 marks

e Ability to critically review the project and assess its
implications for future work in view of the project
recommendations and conclusions

10% 20 marks
¢ Project Management: Ability to plan and control the project

10% 20 marks

100% 200 marks
In addition students are reminded about presentation issues: Is
the document format (including spelling) of good quality? Is it
well organized into appropriate sections? Is the style of
language used appropriate for an academic report?

ASSESSMENT:

Written Thesis: 80%
Oral Presentation 20%

Language

English
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INTRODUCTORY NOTES

The CYS602 course is the first core course of the program. Students that begin their journey to
becoming cybersecurity experts must have a good understanding of all the areas that encompass
the security operations of an organization. This course will introduce students to the current trends
in cybersecurity, starting with cryptography and then analyzing the different tools that are used to

secure an organization.

This course introduces students to concepts and tools used to establish a secure network, monitor
the operations of the network and also reacting to any possible threats that may try to impact the
operations of the organization. The course begins with an explanation of cryptography, one of the
main pillars of security and then moves on to access control and physical security leading up to
intrusion prevention and intrusion detection systems. Students also learn how to plan for possible

threats and how to ensure business continuity during a disaster.

Students are required to attend bi- weekly virtual classes to submit discussion posts, reading

assignment case studies, media content review and exams.
On successful completion, the student will have the knowledge and skills to:

e Display a comprehensive understanding of cybersecurity and why it is imperative in an
organization;

e Explain how cryptography works and how it is used to ensure the Confidentiality, Integrity
and Accountability of data;

o Evaluate network access control methods and physical and environmental security
policies;

e Describe how Intrusion Detection Systems and Intrusion Prevention Systems work;

¢ Understand the relationship between data, ethics, and IT law; and

e be able to critically assess their own work and education in the area of cybersecurity. In
particular, course assignments will emphasize researcher and practitioner reflexivity,
allowing students to explore their own social and ethical commitments as future

cybersecurity experts.



1st GROUP CONSULTATION MEETING

Programme Presentation

Leading companies today are rethinking the role of information security in their organizations.
They realize that in a digital world, cybersecurity is the key to safeguarding their most precious
assets—intellectual property, customer information, financial data, and employee records, among
others. But far more than a defensive measure, companies also know that cybersecurity can
better position their organization with business partners, customers, investors, and other

stakeholders.

The European cybersecurity market is about 25% (i.e. about €17bin) of the world market
(estimated at €70bln in 2015), with an average yearly growth slightly larger than 6%, when the
world market is growing at about 10%/year. Recent study compiled by Europe’s cybersecurity
industry leaders pointed out that Europe is in danger of falling behind in the international digital
economy field.

The Master in Cybersecurity is a cutting-edge program, designed for those wishing to develop a
career as a cyber-security professional, or to take a leading technical or managerial role in an
organization critically dependent upon data and information communication technology. Students
will develop an advanced knowledge of information security and an awareness of the context in
which information security operates in terms of safety, environmental, social and economic
aspects. They will gain a wide range of intellectual, practical and transferable skills, enabling them

to develop a flexible professional career in IT.

Key elements of this postgraduate degree are: the real life experience given by the opportunity to
apply their theoretical knowledge through specialized virtual and remote security laboratories in
which they will be able to carry out activities such as reconnaissance, network scanning and
exploitation exercises, and investigate the usage and behavior of security systems such as
Intrusion Detection and Prevention Systems thus becoming confident in the practical application
of the latest tools; the high-level insight that will enhance student’s ability to research and design
creative cyber security solutions to address business problems; hands-on skills through
experimentation with security techniques, cryptographic algorithms, cyber forensics building an
ethical hacking environment; and flexibility since students will also be able to choose either the
completion of a Master thesis or to complete a Research methods course and two elective

courses.

Students undertake modules to the value of 90 ECTS credits.



COURSE PRESENTATION THROUGH THE STUDY GUIDE

This study guide has been prepared collectively by the academic staff teaching in the program of
study this course belongs to and by the Distance Education Unit Director. The guide has been
approved by the relevant Department Chair and the Distance Education Unit Director. The study
guide is based on the syllabus and learning material (provided through the online learning
platform) of the course CYS601. The guide consists of a basic tool of the learning process for this
course and it has been designed to use it along with the course learning material. The aim of this
guide is to direct students on how to use the learning material of this course in order to understand
and comprehend it. The guide aims to provide the necessary support needed for distance
learning. The guide is continuously updated to keep in accord with the course learning material
and to meet the aim of the course. Although the study guide provides extensive information related
to the course, it does not substitute in any way the learning material provided on the learning
platform. It is imperative that the studying of the learning material and executing the rest of the
activities of the course (e.g. attending online lectures, completing coursework) are very important

for the successful completion of the course.

This guide consists of a number of units, divided in 13 weeks, each one comprised of the summary
and introductory remarks, aim, learning outcomes, keywords, required learning material,
recommended further learning material, self-assessment activities and expected time for self-
study. At the end of this study guide, students can find suggested solutions and proposed answers
to all the self-assessment activities of this guide. It is very important that students carry out the
suggested self-assessment activities because it will assist them to understand in a practical way
the theoretical material they study for this course. In addition, the self-assessment activities help
to motivate and encourage students to carry out their self-study and to develop their analytical
and critical thinking skills. The self-assessment activities together with the model answers to the
self-assessment activities serve as a kind of a self-assessment for students. The expected time
for self-study of each unit includes the expected time spent on studying the learning material and
carrying out the self-assessment activities of each unit. The expected time for self-study does not
include the expected time for attending online lectures, coursework preparation, final examination

preparation, and final examination itself.

Recommended time for the student to work

Approximately 5 hours to review the study guide



TECHNOLOGY AND CYBERCRIME

1stWeek

Summary

In this meeting the students will learn the basics of cyberattacks. Students need to understand
how technology affects everyday life and how attackers can use the power and vulnerabilities of
technology to perform attacks on systems. There are different types of people committing
cyberattacks and there are a number of different cyberattacks, so the students need to learn all

about the who, what and why of cyberattacks.

Introductory Remarks

Students will become familiarized with the Security Operations Centers (SOC) what kinds of

education and certifications may lead to a career working for such an organization.

The first part of the lecture will discuss the targets that attackers will focus on such as hijacking

people, ransoming companies or even targeting nations.

Types of Attackers
Attacker Skill Level Motivation
Hacker High Improve Security
Cracker High Harm Systems
Script Kiddie Low Gain Recognition
Spy High Earn Money
Employee Varies Varies
Hacktivist Varies Promote cause
Cyberterrorist  High Support Ideology

Information Security © 2006 Eric Vanderburg

Figure 1. Types of attackers

Attackers may fall in one of several categories depending on their expertise as depicted in Figure
1. Amateurs, or script kiddies for example, are individuals that can use ready made tools to launch
attacks even though they have little or no skills. These types of attackers may be simply curious
about how attacks happen, or just want to show off their skills but even these attackers can cause

serious harm to individuals or organizations. Hacktivists on the other hand are attackers that have



a specific agenda and that is to protest against political and social ideas. These attackers try to
expose sensitive information and disrupt the normal operation of the government or organization
they are targeting using tools such as Distributed Denial of Service (DDoS) attacks. Another group
of attackers can launch attacks simply for financial gain. These attackers try to gain access to
bank accounts, personal information or anything else that can get them some kind of financial
gain. Finally, some attackers may be sponsored by an organization or government to gain access

to politically sensitive information, or industrial espionage.

Now that a lot of our devices are always connected to the Internet there is a large pool of devices
that an attacker may utilize to attack a system. Not knowing how each Internet of Things (loT)

device works in our environment causes holes in our security that one may exploit.

How can someone measure the financial impact of a cyberattack? This is a question that is
extremely hard to answer given the fact that information is difficult to quantify. An article in Forbes

estimates that around 400 billion dollars are lost annually to cyberattacks.

Information that attackers may try to extract include Personally Identifiable Information (PIl) or
Personal Health Information (PHI). In addition to personal information, attackers target
organizations to access company sensitive data that may lead to a loss of competitive advantage
by the company. Attackers may also influence politics and threaten national security by attacking

government-controlled devices.

The maldngs of St
a Cy be rcri me Athereby gain access to an

individual’s financial accounts.

An individual
opens an email
that appears

to be from a
trusted source and then
clicks on a link or opens
an attachment that
installs malware on the
computer.

The bad guy
can then log in
and manipulate
accounts fo
steal money.

Figure 2. The makings of a Cybercrime



In Figure 2, one can see the steps that could lead to a cybercrime being committed. An
unsuspecting target may be tricked into installing certain malicious software in his computer which
can then allow an attacker to gain control of the targeted system and ultimately gain access to

the data stored on the device.

Security Operation Centers (SOC) are groups of people that use formal, structured and disciplined
approaches to confront cyberattacks in an organization. The main parts of a SOC are the people
in the center, the processes they follow to handle a cyberattack and the technology they can utilize
in their response to the attacks. People are broken down into tiers from Tier 1 who is an alert
analyst responsible for spotting the alerts and verifying the validity of an attack, tier 2 who
investigates attacks even further to ascertain their impact and advise on actions to be taken and
tier 3 who is the expert in a specific area of the attacks and can hunt for potential threats.

There are a number of security certifications that a cybersecurity expert can get to increase
knowledge on the subject. CISCO CCNA Cyber Ops, CompTIA Cybersecurity Analyst, (ISC)?
Information Security Certification, Global Information Assurance Certification (GIAC) and more.

Aim/Objectives

The aim of this chapter is to introduce students to the different types of cybercrimes, the
different attackers that may launch an attack and the motivations behind the attackers. The
students will also learn what is a Security Operations Center and how becoming educated in
Cybersecurity can help them get a job in such a center or in the cybersecurity branch of a large

organization.

Learning Outcomes

By the end of this week the students should be able to:

o Classify the various types of cybersecurity attacks

¢ Identify the types of cybersecurity attackers

e Learn how to analyze previous attacks and identify attack characteristics such as the
type of attack, the attacker profile, the motivation behind the attack and the final outcome

of the attack



Key Words

- Amateur attackers - Hacktivists - Organized Crime Groups
State sponsored Terrorists Cyberespionage
attackers E ;
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Annotated Bibliography

Basic

Chapter 1 of Cybercrime and Digital Forensics: An Introduction by Thomas J. Holt, Adam M.
Bossler

An introduction to how technology has affected human behavior, how technology can be used

in criminal investigation and how cybercrimes occur across the world.
Supplementary

Top hacker shows us how it's done | Pablos Holman | TEDxMidwest
(https://youtu.be/hgKafl7Amd8)

All your devices can be hacked - Avi Rubin
(https://www.youtube.com/watch?v=BHHCvcCUOWU)

Example of a hijacked video feed. (https://www.youtube.com/watch?v=zcmmFQGxMNU)

Self-Assessment Exercises

Exercise 1.1

Perform a search for high profile attacks, analyze the attacks based on victims, tools used,

targeted systems, motivation for the attack and the final outcome of the attack.
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Recommended time for the student to work

15 hours
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CRYPTOGRAPHY

2nd Week

Summary

When the Internet was first developed data security was not the main concern. Nowadays where
data is extremely sensitive and operation critical it is important to understand how to protect them
using various techniques. Securing the infrastructure devices can be done through the use of
AAA, ACLs, firewalls, IPS and other techniques. After securing the devices it is important to start
considering how to secure the data that is being transmitted over the network. The four main
elements that are addressed when talking about data security are: confidentiality, data integrity,

origin authentication and non-repudiation. Figure 3 below shows what each elementguarantees.

Guarantees that only authorized users
can read the message.

Guarantees that the message was not
altered.

Confidentiality Data Integrity

Origin

Non-Repudiation Authentication

Guarantees that the sender cannot
repudiate, or refute, the validity of a
message sent.

Guarantees that the message is not a
forgery and does actually come from
whom it states.

Figure 3. The four elements of data security
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Introductory Remarks

Cryptography is the process of developing new algorithms that can generate codes that can
encrypt data. The opposite of this is cryptanalysis which is the process of developing algorithms
to break the codes and decrypt the data.

In old encryption algorithms the algorithm had to be kept secret in order for the encryption to be
safe. This meant that if anyone could get hold of the algorithm then the data could be decrypted.
Nowadays the algorithm is available for everyone to see but the important part of the encryption
is the secret key that is used in the algorithm. Two terms that can characterize keys are the key
length which specifies how large the key is and the second is the keyspace which signifies the
number of possibilities that are generated by a specific key length. For example, a 2 bit key length
can generate 4 codes whereas a 40 bit key length can generate 1.099.511.627.776 codes. The
bigger the key the better the encryption but that leads to longer processing times which may

impact performance.

To handle integrity and authenticity of data the most common techniques are using cryptographic
hash functions such as MD5 and SHA. These hash functions can ensure that the data that was
transmitted is actually the same as the one the sender intended to send and that it was not

changed during the transmission.

The method used to ensure confidentiality is encryption. Encryption can be symmetric or
asymmetric. In symmetric encryption both ends of the communication use a shared key that they
use to encrypt and decrypt the communication. In asymmetric encryption each end uses different
keys to encrypt and decrypt data. Examples of asymmetric encryption protocols include Internet
Key Exchange (IKE), Secure Socket Layer (SSL), Secure Shell (SSH) and Pretty Good Privacy
(PGP).

The Public Key Infrastructure uses trusted third-party certificate authorities (CA) to confirm the
authenticity of keys. Every organization that needs secure connections can ask a CA to generate
a public key and a private key. The end-device that keeps the private key and the public key is
given to everyone. Anyone encrypting data with the public key can only be decrypted by the
private key while anything encrypted by the private key can be decrypted by anyone with the
public key. This serves as a start of communication with the one end encrypting a secret key using
the public key of the server. The server decrypts the secret key with its private key and then

encrypts a message with the secret key and sends it to the initiator of the communication. After

13



this exchange the two ends now share a common secret which can be used for symmetric

encryption.

Aim/Objectives

The aim of this week is to introduce the student to ways to encrypt data. In previous weeks the

student learned how to harden device security using different techniques and now the student

needs to ensure that the traffic that moves through the network is protected. Students learn about

confidentiality, integrity, non-repudiation and authentication and then learn how to use encryption

and hashing methods to ensure those elements are established.

Learning Outcomes

By the end of this week the students should be able to:

¢ Understand what confidentiality, integrity, non-repudiation and authentication are and how

they affect data communication

¢ Identify methods that can be used to encrypt and decrypt data using symmetric and

asymmetric algorithms

o Discuss how Public Key Infrastructure works

Key Words
- Shared key - Symmetric encryption - Asymmetric encryption
PKI "DH "MD5
' SHA CcA CIKE
SSH = PGP

Annotated Bibliography

Basic

Chapter 8 of Principles of Information Security by Michael E. Whitman, Herbert J. Mattord
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An overview of the fundamentals of cryptography, the different cipher models and cryptographic

algorithms, and a description of the protocols used in secure communications.

Self-Assessment Exercises

Exercise 2.1
Creating Codes

Secret codes have been used for thousands of years. Ancient Greeks and Spartans used a
scytale (rhymes with Italy) to encode messages. Romans used a Caesar cipher to encrypt
messages. A few hundred years ago, the French used the Vigenére cipher to encode messages.
Today, there are many ways that messages can be encoded.

Exercise 2.2

Encrypting and Decrypting Data Using OpenSSL

In this lab, you will complete the following objectives:
Encrypting Messages with OpenSSL
Decrypting Messages with OpenSSL

Exercise 2.3

Encrypting and Decrypting Data Using a Hacker Tool

In this lab, you will complete the following objectives:
Setup Scenario
Create and Encrypt Files
Recover Encrypted Zip File Passwords

Examining Telnet and SSH in Wireshark

Exercise 2.4

Certificate Authority Stores

In this lab, you will complete the following objectives:
Certificates Trusted by Your Browser

Checking for Man-In-Middle
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Recommended time for the student to work

15 hours
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INTRODUCTION TO INFORMATION SECURITY AND THE NEED FOR
SECURITY

34 Week

Summary

One of the first things that a cybersecurity expert needs to learn is how attackers try to infiltrate
networks and what tools they use to perform their attacks. This will allow them to learn how to
prevent such attacks in the future. To better understand network security one must know terms
such as threats, vulnerabilities, exploits and risks. Cybersecurity experts need to learn how to
manage risk through risk acceptance, avoidance, limitation and transfer.

Introductory Remarks

Understanding the background of hackers is important so that one can identify the reasons why
a hacker is attacking a specific network and what are the expectations from that attack. Hackers
can be simple script-kiddies that just want to see if they can penetrate a network, or hacktivists
who want to protest against a government or organization by attacking their networking resources.
But attackers may also be cybercriminals whose agenda is based on financial reasons either by
them acquiring money through buying and selling information stolen from victims or by being hired

by criminal organizations to execute the network attacks.

The number of tools that hackers use are numerous but most of them fall in the following

categories:

e Password crackers
e Wireless hacking

e Network scanning
o Packet crafting

e Packet sniffers

e Rootkit detectors

e [uzzers
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Attacks may be categorized in the following areas:

¢ Eavesdropping

e Data modification

e |P address spoofing
e Password-based

e Denial-of-Service

e Man-in-the-Middle

e Compromised key

e Sniffer attack

The main types of cyberattacks can be seen in Figure 4. Malware which is short for malicious
software that can infect an end device is a term encompassing the three most prominent types of
attacks, namely viruses, trojans and worms. Viruses are malicious software that execute harmful
code on the end device, a trojan is a program that is disguised as a valid application that runs
harmful code when executed. A worm is similar to a virus with the added advantage that it can
replicate itself from one device to another without user interaction. By infecting an end device
hackers can modify data and then request payment to revert the data to its original format making
those attacks ransomware. Other types of malware include spyware, adware, scareware, phishing
and rootkits.

Other than malware attacks, network attacks include reconnaissance attacks, access attacks and
Denial-of-Service (DoS) attacks. Reconnaissance attacks are based on gathering information that
can be helpful in attacking a network. Access attacks try to exploit known vulnerabilities in systems
to gain access to a networking device and DoS attacks try to bring the network down by making

its resources unavailable to valid users of the system.

Other than malware attacks, network attacks include reconnaissance attacks, access attacks and
Denial-of-Service (DoS) attacks. Reconnaissance attacks are based on gathering information that
can be helpful in attacking a network. Access attacks try to exploit known vulnerabilities in systems
to gain access to a networking device and DoS attacks try to bring the network down by making

its resources unavailable to valid users of the system.
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Figure 4. Types of Cyberattacks
Aim/Objectives
In this week students begin to learn how attackers try to infiltrate networks and end-devices
through the use of various hacking tools. The students learn how these tools work and understand

the need to recognize the type of attack in order to be able to apply the best countermeasures for
that attack.

Learning Outcomes

By the end of this week the students should be able to:

e Understand the need for Information Security in a networked environment
¢ Understand how attackers use tools to attack end-devices and network devices

¢ Identify the types of attacks
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¢ Identify the various types of malware

Key Words
Script-kiddies Hacktivists Cybercriminals
Threat Malware Reconnaissance
DoS DDoS Virus
Trojan Worm

Annotated Bibliography

Basic
Chapter 1 and 2 of Principles of Information Security by Michael E. Whitman, Herbert J. Mattord

Introduction to the history of information technology and an overview of the need for
cybersecurity. The second chapter describes the threats and attacks that can cause damage to

an organization.

Self-Assessment Exercises

Exercise 3.1

Lab - Anatomy of Malware

In this lab, you will research and analyze some recent malware.
Exercise 3.2

Lab — Social Engineering

In this lab, you will research examples of social engineering and identify ways to recognize and
prevent it.

Recommended time for the student to work

15 hours
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ACCESS CONTROL AND PHYSICAL AND ENVIRONMENTAL
SECURITY

4th Week

Summary

Before tackling the security of a network, a cybersecurity expert needs to ensure that the physical
and environmental security of the organization is in place. The most secure network in the world
is vulnerable if there is not control over who enters the network room. In this week, students learn
the basics of access control and how to physically protect systems from malicious attacks as well

as learning how to protect the systems from adverse environmental conditions.

Introductory Remarks

While the cybersecurity analyst can secure the intermediary devices and the transmission of data
within the network the biggest problem in the security of a network is the endpoint security.
Endpoints are the devices that the employees use to access various resources and since the user
may not be experts in security they are more vulnerable to attacks that target them. Spam and
malware has increased dramatically over the last few years and this can lead to security breaches

in organizations.

The first step in securing the endpoint is the installation of antivirus or antimalware software.
These types of software can recognize malicious code either through signatures that are
distributed by the vendor, heuristic identification of features shared by malware or by analysis of
suspicious behavior. Another way is by installing a host-based firewall to enhance the already
configured firewall device in the network. An end user can also install security suites that include
anti-virus, anti-malware programs, host-based firewalls and other capabilities to secure the end

device.

Additional appliances can also be added in the network to protect end users. These devices can
be Advanced Malware Protection (AMP), Email Security Appliances (ESA), Web Security
Appliances (WSA) and Network Admission Control (NAC).

Host-Based Intrusion Detection Systems (HIDS) can monitor and report on system configuration

and application activity. In this way the system can alert cybersecurity professionals of any
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suspicious behavior within the host device. HIDS can determine suspicious behavior using
anomaly-based testing compared to a baseline model, and policy-based detection that is based

on violation of rules.

As the figure below shows the attack surface is continuously expanding bringing more threats to

the devices.
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[ BYOD - Gartner predicts that 70%
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of professionals will conduct work : -
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on their own smart devices by ‘
processed by cloud data centers.
( 2018. { 5 2
v | | S
\
4 \‘\
" Global Operations - Global IP | (Mobility - 20% of total IP traffic will
traffic will increase nearly threefold| be from mobile devices by 2021.

over the next 5 years.
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Figure 5. The expanding attack surface

To ensure the security of the network the cybersecurity expert needs to profile both the network
and the servers of the organization. This can provide a baseline which will inform the analyst when

it detects a network anomaly.

The Common Vulnerability Scoring System (CVSS) is a vendor-neutral framework that weighs
risks providing scores for the risk inherent in a vulnerability. CVSS metrics include criteria such
as the attack vector, complexity, required privileges, user interaction and scope. The system
measures impact metrics based on the confidentiality impact, the integrity impact and the

availability impact.
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Most Cyber Attacks Are An Inside Job

Cyber attacks by origin of attacker (2015)

@ Outsiders
@ 'nsiders
@ nadvertent actors

@ Malicious insiders
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Figure 6. Cyber attacks by origin of attacker

Network Access Control (NAC) allows a security expert to control the access to various areas
within the network for the numerous devices that are requesting access to the resources. Figure
6 shows that as much as 60% of the malicious attacks in an organization are actually performed
from within the company rather than from the outside. This means that it is of the utmost
importance to secure access to resources within the organization as much as from the outside of
the organization. As Figure 7 shows, it is imperative for the security of a network to allow only
authorized devices to access resources and every endpoint device needs to be compliant with
the security policy of the organization to be allowed to access the resources.
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Figure 7. Network Access Control

Even if the network access is controlled it is important to also control physical access to important
parts of the organizational infrastructure. Physical access control includes the use of card readers
and biometric readers to grant access to secure resources and every secure location requires
certain security devices to be in place such as alarm systems, security cameras and
electromagnetic interference barriers. Figure 8 shows a number of physical security options for
the perimeter of the secure area, the buildings and finally the computer room that contains the

restricted resources.

Perimeter Buildings x Computer room ‘Q

« Security staff around the » Alarms » Two-factor access control:
clock « Security operations center biometric and card readers

« Seismic bracing » Cameras

« Days of backup power

« Facility setback

requirements

. « Security cameras
« Barriers

« Fencing

Figure 8. Physical access security

Another major part of physically securing sensitive resources is environmental security. In most
cases devices with sensitive information are placed in secure locations with limited access. This
does not mean that the systems are completely immune from malicious attacks. Environmental

conditions may influence the operation of these devices leading to loss of data or disruption of
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service depending of the situation. Air conditioning must keep the temperature of the computer
room in a specific level reducing overheating in devices and humidity must also be controlled to
ensure no static electricity from dry environments or high humidity situations. Uninterruptible
Power Supplies (UPS) must also ensure the continuous provision of clean, conditioned electrical

power to all devices and the ability to safely shutdown devices in the case of a long blackout.

Aim/Objectives

In this week, the students learn about network access control systems and also how to implement
physical and environmental security policies in the organization and especially on restricted
resources within the organization. Students understand the need for access control in the

organization, and how they can implement policies to ensure the security of sensitive information.

Learning Outcomes

By the end of this week the students should be able to:

e Understand the need for securing sensitive information

o Describe how network access control works and how it helps in securing network
resources

¢ ldentify physical vulnerabilities and how they can secure them
¢ Recognize the need for environmental controls in secure locations

¢ Identify ways in which to ensure environmental conditions

Key Words

Access Control NAC Physical controls

Environmental controls
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Annotated Bibliography

Basic

Chapter 9 of Principles of Information Security by Michael E. Whitman, Herbert J. Mattord

A description of physical security access controls, fire security and safety, environmental
security and remote computing security.

Activity (5 points)

Pick a security tool and analyze how it works and what kinds of attacks it can stop. You should

also list a number of examples where the tool has been successfully or unsuccessfully used during
a real-life attack and why it worked or did not work.

Recommended time for the student to work

20 hours
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SECURITY TECHNOLOGY: INTRUSION DETECTION AND
PREVENTION SYSTEMS, AND OTHER SECURITY TOOLS

5th Week

Summary

After learning about the various attacks that threat actors may use to compromise a system, it is
important to learn how to defend against those attacks. A Cybersecurity analyst must be able to
identify the assets of the organization, the vulnerabilities of those assets and the threats that those
assets can have. A good cybersecurity expert needs to have an up-to-date asset inventory with
important information such as the location of the assets, information about the asset itself and
who can gain access to the asset. Looking at the assets, the analyst needs to identify what the
possible vulnerabilities of the system are, who might want to compromise the asset, and what are
the consequences if that asset is compromised. Typical threats may include insider attacks,
internal system compromise, data center destruction, stolen customer data, fake transactions, or

data input errors.

Introductory Remarks

When identifying the threats, the cybersecurity analyst must begin to view the network and start
building a defense starting from the edge routers, then the firewalls and finally the internal routers.
A common analogy of cybersecurity is like an onion where each layer of the onion is a security
layer. Nowadays though and due to the increasing number of networked devices, the system can
no longer be represented as an onion with the sensitive data hidden under many layers but as an

artichoke where one can remove a few leaves and have access to sensitive data.
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The different types of cyber attacks

Cyber crime worldwide cost $400 billion in 2015 and is forecast to reach $2 trillion in 2019*
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Figure 9. The different types of cyber attacks

Another important security aspect is the definition of security policies. Three types of policies are
the company policies which describe the rules of conduct for both employees and employers,
employee policies that define information about the employees and their benefits, and finally
security policies which define the security objectives of a company and the rules and behaviors
of the users and administrators of the system. A security policy shows that the organization is
committed to security, sets the rules for expected behavior by its users, ensures consistency in
operations, software and hardware acquisition, defines consequences of violations and gives
security personnel the support of the management. A security policy may include identification
and authentication policy, password policies, acceptable use policy (AUP), remote access policy,
network maintenance policy and incident handling policy. Since a lot of organizations are now
allowing employees to use their own devices in the company network, a new Bring Your Own

Device (BYOD) policy has to be implemented in the security policy.

Cybersecurity experts need to adhere to the CIA triad which defines the Confidentiality, Integrity
and Availability components. Confidentiality states that only authorized people or services may
access sensitive data, integrity states that the data is protected from unauthorized alteration and

availability says that data should always be available to authorized users.
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AAA is a framework that defines the Authentication, Authorization and Accounting of systems.
Authentication can be local or server based and it is used to authenticate the user using
usernames and passwords. Authorization is the definition of what the currently authenticated user
may perform on the system and accounting is the ability to keep a log of all the events so that

they can later be used in auditing the system.

A cybersecurity analyst needs to always be up to date with the latest attacks and vulnerabilities
and to do so one has to be part of a series of security organizations. These organizations include
the Computer Emergency Response Team (CERT), the SysAdmin, Audit, Network, Security
(SANS) institute and the International Information Systems Security Certification Consortium
(ISC)2.

Two important security tools are Intrusion Prevention Systems (IPS) and Intrusion Detection
Systems (IDS). IPS devices are placed between the edge router and the main internal router and
monitor all traffic as it goes through to the network. If a malicious signature is identified the IPS
system will take actions to ensure that the network is safe from the attack. In the case of the IDS
device, the traffic is monitored but no action is taken. Rather the data is mostly used to keep a log
file of an attack to identify how the network was attacked and what the attacker executed.

Aim/Objectives

Students begin delving into the processes of securing the infrastructure of an organization.
Students learn the basics of intrusion detection and intrusion prevention technologies as well as

other tools that can help them in developing a secure infrastructure in the organization.

Learning Outcomes

By the end of this week the students should be able to:

o ldentify the three parts of a network: end-devices, intermediary devices and media
¢ Understand how routers can forward packets towards the destination using IP addresses

e Understand how switches can direct frames from one port to another based on information
stored in the CAM table

e Recognize the different types of media used in network communication such as copper
cabling, fire optic cabling and wireless communication

e Recognize various security devices and services such as firewalls, VPNs and ACLs
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Key Words

Routers Switches Access Points
Firewalls VPN CAM
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Annotated Bibliography

Basic
Chapter 7 of Principles of Information Security by Michael E. Whitman, Herbert J. Mattord

This chapter examines the use of Intrusion Prevention and Intrusion Detection Systems and
other security tools that can be used to secure a network.

Supplementary
Video Tutorial - Wireless Communications

Video Tutorial - Security Devices

Self-Assessment Exercises

Exercise 5.1

Examine the differences of an IPS and an IDS both in the placement of the device in the
network and the capabilities of each device. Describe the advantages and disadvantages of

each device.

Recommended time for the student to work

15 hours
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NETWORK VULNERABILITY ASSESSMENT

6" Week

Summary

Due to the proliferation of networks in our everyday life network attacks are more frequent and
more disruptive. Network attacks require a more in-depth analysis which may require the use of
specific networking tools. These tools may record network traffic, bandwidth usage and resource
access. A network administrator needs to identify the network’s normal behavior so that when
something out of the ordinary happens then an alert can be generated to inform the cybersecurity
expert of an attack. Two ways in which traffic can be monitored are Network Test Access Points
(TAPs) and Switch Port Analyzers (SPANSs). A TAP receives all network traffic while it is traversing
from one networking device to another. SPANs can duplicate traffic destined for a specific port to

another port that may have a packet sniffer to monitor the traffic.

Introductory Remarks

Common monitoring tools include Wireshark, TCPdump, NetFlow and Security Information and
Event Management Systems (SIEM) (Figure 10). Cybersecurity experts need to understand how
to use all of the information gathered through the monitoring tools and thus knowing what the

normal and abnormal behavior of the network would look like.
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Figure 10. SIEM implementation

The Internet Protocol (IP) was developed to as a connectionless, best effort protocol with no
tracking or flow management. Those tasks fall into the transport layer protocols. IP has a number
of vulnerabilities such as ICMP attacks, DoS attacks, DDoS attacks, Address Spoofing attacks,
Man-in-the-Middle attacks and finally Session Hijacking. ICMP attacks allows attackers to launch
reconnaissance or scanning attacks to learn more information about the network they are trying
to target. ICMP can also be used to launch Denial-of-Service (DoS) attacks by sending maliciously
formatted packets which can crash or slow down a target device, or by overwhelming the traffic
towards the target thus reducing the ability of valid users to access the target device. Distributed
Denial-of-Service attacks are similar to DoS attacks but are of a more distributed nature with
attack nodes being spread out on the network. DDoS attacks include amplification and reflection
attacks. Amplification attacks send a message to compromised hosts and all those hostsamplify
the message that then goes to the target machine. Reflection attacks receive messages that have
the target machine IP address as the source and therefore they send their replies to that machine
causing the target machine to slow down because it needs to process all those messages.
Address spoofing attacks require the attacker to fake an address in such a way so as to gain

access to data that would otherwise only go to the intended destination.

The transport layer is also vulnerable to attacks. A common TCP attack is the TCP SYN Flood

attack where an attacker will send a large number of TCP SYN packets with random addresses
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and the target device tries to complete the three-way handshake but is never able to do so. Other
attacks include the TCP Reset attack and TCP Session Hijacking attack. UDP attacks are based
on the fact that UDP traffic is unencrypted allowing an attacker to modify the data and rewrite the

checksum making the modified packet seem legitimate.

Other types of attacks include the ARP Cache poisoning attack (Figure 11), DNS tunneling
attacks, and DHCP Starvation and Spoofing attacks.

Yes, | am here
This is 10.1.1.1and
my MAC address is

Poisoned ARP cache A1-B1-C1-D1-£1-F1

10.1.1.0 21-56-88-99-55-66

10.1.1.1 11-22-33-44-55-66

10.1.1.2  55-88-66-55-33-44 User B User C

| want to connect to
10.1.1.1, but | need
MAC address

User A e

(10.1.1.0) : :
Sends his mahcnou;dMAC e * Malicious user eavesdrops on the v
aecress * ARP request and responses and User D

: spoofs as the legitimate user ﬁ

=% . A

lam 10.1.1.1and 5 = E]
my MAC address is Y 8 = =

11-22-33-44-55-66
Figure 11. ARP poisoning attack
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Switch A :

Information for IP address
10.1.1.1 is now being sent to
MAC address 11-22-33-44-55-66

Moving to a higher abstraction layer, attackers may perform web-based attacks on HTTP and
HTTPS web services through compromised web pages. Email attacks are also frequent with
attachment-based attacks, email spoofing attacks, spam attacks, open mail relay server attacks
and homoglyphs. Databases exposed to the web are also vulnerable to attacks through command
injection, SQL injection, and Cross-Site Scripting attacks.

Aim/Objectives

This week aims to teach students the tools that can help them assess the vulnerability of a

network. Tools such as Wireshark, TCPdump, NetFlow and Security Information and Event
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Management Systems (SIEM) can be utilized to monitor the network and identify possible security

holes that may open the network to malicious users.

Learning Outcomes

By the end of this week the students should be able to:

e Understand the depth of tools that threat actors can utilize to attack a device
o |dentify attacks on the Internet Protocol layer

¢ Identify attacks on the Transport layer

¢ Identify attacks on the Application layer

e Use tools to monitor traffic and examine attack patterns

Key Words
TAP SPAN NetFlow
SIEM Spoofing 3-way handshake
"Cache poisoning Hijacking

Annotated Bibliography

Basic
Chapter 10 of Principles of Information Security by Michael E. Whitman, Herbert J. Mattord

This chapter deals with implementing information security and describes the information security

technical and non-technical aspects.

Self-Assessment Exercises

Exercise 6.1

Utilize the Wireshark tool to capture a log of normal traffic and try to identify the various areas

that could be vulnerable to attack by a malicious user.

Recommended time for the student to work

15 hours
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CONTINGENCY PLANNING AND NETWORKING INCIDENT RESPONSE

7th Week

Summary

After learning how to secure a network it is important to plan ahead for emergencies. A
cybersecurity expert needs to be able to follow predefined steps that can help in mitigating the
impact of a threat to the network either from natural disasters or from man-made threats.

Introductory Remarks

Contingency planning (CP) is the process of a-priori determining how to minimize the impact of
threats to information security resources. A good plan needs to prepare the network for threats,
react to them and ultimately recover from those threats. The four main components of CP are:

e Business Impact Analysis (BIA)
¢ Incident Response Plan (IR Plan)
e Disaster Recovery Plan (DR Plan)

e Business Continuity Plan (BC Plan)

Business Impact Analysis must first determine the business processes of the organization and
the recovery criticality of these processes. In addition, the BIA needs to identify resource
requirements and recovery priorities for system resources. After the BIA is established then the
IR plan needs to be developed to document the actions that the organization needs to take while
an incident is occurring. Having a Disaster Recovery plan allows the organization to be prepared
for a future disaster by gaining control of the impact of an incident and quickly recovering from the
incident. Finally, the BC plan ensures that critical business functions can continue if a disaster
occurs. Figure x represents the steps taken from the time a disaster occurs in the organization up

until the business continuity is established.
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Business Continuity
moves operations to...

Organizational
disaster occurs.

Disaster Recovery .
works to reestablish operations at... Alternate site

Primary business site

Figure 12. Move from disaster recovery to business continuity

In a networked environment a cybersecurity experts needs to determine the strategies that can
help in contingency planning and business continuity for the organization with respect to
networked devices and data. A cybersecurity expert needs to establish strong backup strategies

and data recovery procedures to protect against threats to stored information.

Another area that helps in contingency planning is the establishment of Service Level Agreements
(SLASs). SLAs are contractual documents between the organization and its vendors to ensure that
the service level provided by a certain vendor is always guaranteed. An example of an SLA is a
cloud service availability of 99.9 percent uptime or better.

Aim/Objectives

The aim of this week is to introduce students to the notion of contingency planning to protect an

organization from possible disasters. The students learn about the different plans that needs to
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be established to have a formalized set of processes that can quickly help the organization

recover from the disaster.

Learning Outcomes

By the end of this week the students should be able to:

e Describe the importance of contingency planning and business continuity
o |dentify the four pillars of contingency planning: business impact analysis, incident
response plan, disaster recovery plan and business continuity

e Understand how to protect stored data and how to recover the data in case of a disaster

e Establish plans for preparing for a disaster, managing an ongoing disaster and
establishing business continuity after the disaster

e Use tools such as backup and recovery solutions, and Service Level Agreement to
ensure business continuity

Key Words
- Contingency - Business Impact Analysis | Incident Response
: Disaster Recovery : Business Continuity : SLA

- Backup - Recovery

Annotated Bibliography

Basic
Chapter 6 of CISSP Guide to Security Essentials By Peter Gregory

This chapter introduces the student to contingency planning and business continuity by
providing a clear understanding of all the processes involved and the tools that can help in

getting business-critical functions working as soon as possible after a disaster.
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Individual Assignment (20 points)

Individual assignment — Perform a case-study analysis of a company and how it incorporates
cybersecurity tools to protect its sensitive information. Your analysis should include an overview
of the organization, the security policy, and the tools employed to protect the organization and its

resources.

Recommended time for the student to work

35 hours
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BUSINESS CONTINUITY AND DISASTER RECOVERY PLANNING

8th Week

Summary

While talking about contingency planning one of the main areas is business continuity after a
disaster. Disasters can be natural or man-made and both can affect the operations of a business.
This makes it extremely important to establish the business continuity of the organization.

Introductory Remarks

Natural disasters include geological, meteorological or health disasters, while man-made
disasters can be labor, socio-political or even material disasters such as fires, or even power
failures. All of these disasters may affect businesses by causing damage to facilities and
equipment, delays to deliveries, supplies or even casualties of company employees.

Business Continuity (BCP) and Disaster Recovery (DRP) plans support the Availability of data in
the CIA security pillar. BCP ensures that critical operations of the organization can continue
working while DRP ensures that systems are assessed, repaired and eventually restored if they
were damaged during a disaster. Through BCP and DRP, businesses can reduce the risk
associated with disasters, can improve processes, organizational maturity, availability and

reliability and can also gain a marketplace advantage.

In order for an organization to reduce the impact of a disaster it needs to ensure that the
equipment can withstand disasters. Organizations need to setup better fire detection and
suppression and contingency plans to ensure that the critical operations are up and running in the

shortest period.

The first part of building a plan is performing a Business Impact Assessment. In this assessment
the cybersecurity expert needs to survey all the critical processes that need to be protected. The
expert needs to perform threat and risk analyses and also develop different metrics that can help
in establishing a baseline of operations. Metrics include the Maximum Tolerable Downtime (MTD)
for each business process and the measurable costs of each process downtime. All these

information can help in determining the criticality analysis. In the criticality analysis processes are
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ranked based on certain criteria and the most critical processes are the ones that most of the
planning will occur. Business continuity and Disaster recovery plans are established for the most

critical processes and then staff is trained in the operation of the contingency plans.

Aim/Objectives

Cybersecurity experts needs to be able to identify the most critical processes of the organization
and then develop business continuity and disaster recovery plans to make sure that the
organization can survive a disaster. In this week students learn how to measure the criticality of
processes and how to develop plans and train staff to handle the disasters.

Learning Outcomes

By the end of this week the students should be able to:

¢ Identify various types of natural and man-made disasters
e Establish a business continuity plan
¢ Implement a disaster recovery plan

¢ Classify business processes based on their criticality measure

Key Words
- BCP - DRP - MTD
: CIA : Mitigation : Downtime
Metrics Criticality

Annotated Bibliography

Basic
Chapter 4 of CISSP Guide to Security Essentials By Peter Gregory

This chapter introduces the student to business continuity and disaster recovery planning. The
chapter discusses ways of measuring the criticality of processes and how to protect the most

critical processes in an organization.
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Individual Assignment (20 points)

Individual assignment — Identify one cybersecurity breach that has occurred in the past five years

and then after examining the contingency and disaster recovery plans write a new disaster

recovery plan that would be better suited than the one deployed in the event. In the end discuss

the changes in the plans and how these can help mitigate the disaster in a better way.

Recommended time for the student to work

15 hours
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CYBERSECURITY AND IT LAW

oth Week

Summary

One of the biggest concerns of a cybersecurity expert is the integration of cybersecurity and the
applicable law that governs and protects the people and the organization. The various parts that
are involved in IT law include Software licensing, Data privacy and security, Electronic signatures,
Legal and regulatory risks, cyberattacks, digital forensics, liability issues, trust.

Introductory Remarks

Cybersecurity experts need to be able to secure the organization’s sensitive data and ensure that
the data has not been altered or deleted without prior authentication. Users need to use electronic
signatures to ensure the non-repudiation of the document. Using e-signatures one can ensure
that the person that signed it approves of the information contained within the document and that

the context has not been altered without the knowledge of the signer.

Public
international
law

Criminal law of Administrative
obligations law

Civil Internet Commercial
obligations law law

A cyber security expert must also be up to date with any legal and regulatory issues that may be

involved in the operations of the organization. Experts must be able to protect the personal data
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of users such as the IP address of the devices as well as any communication and surveillance
that may occur within the company. Other areas that need to be examined are cybercrime legal

frameworks, copyright law enforcement, judiciary issues and criminal internet law.

Currently the General Data Protection Regulation (GDPR) is one of the most important directives
with regards to personal data protection. When a processor such as a legal person, a public
authority, and agency or any other body processes personal data then the controller of that data
is liable to the regulation of the protection of the data. Personal data means any information that
relates to an identified or identifiable natural person. The regulation may not apply in cases of
national security, defense, personal activities, open access or pseudoanonymization. A video
camera for example that is used within a household is legal but if it points outside and records a

public space then that is a violation of the directive.

Another major cybersecurity certification that is needed by a lot of large companies is the ISO/IEC

27000 - Information security management systems. ISO/IEC 27000 defines a group of standards

that help organizations in designing and implementing a secure information asset infrastructure

and procedures.

Aim/Objectives

The aim of this chapter is to introduce the student to the legal framework that exists to protect the
persons and the organizations. Students learn about personal data protection laws, software

copyright laws and other issues that may impact the operation of an organization.

Learning Outcomes

By the end of this week the students should be able to:

o |dentify applicable cybersecurity and IT laws
¢ Understand software licensing issues
¢ Identify data protection laws and how they are enforced

o Discuss legal and regulatory risks, liability issues and trust issues
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Key Words

T law - Cybercrime - Software licensing
Data protection e-signature Forensics
Liability Trust

Annotated Bibliography

Basic
Chapter 2 of Management of Information Security by Michael E. Whitman, Herbert J. Mattord

This chapter discusses the laws and ethics related to IT and the compliance with accordance to

these laws.

Activity (5 points)

Select one of the European Cybersecurity Laws and analyze them taking into considerations what
they are trying to protect, the methodology of the law and how it safeguards persons or resources.

You should also present possible case studies of the law and how it was implemented.

Recommended time for the student to work

20 hours
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ETHICS

10t Week

Summary

Ethics is another aspect of protection that needs to be identified and regulated in an organization.
An organization may gather personal data so that it can make better decisions, but the use of
such data may impede the privacy of a person.

There are a number of privacy laws that aim in protecting the individuals such as the Health
Insurance Portability and Accountability Act (HIPAA), the Family Educational Rights and Privacy
Act (FERPA) and the Children’s Online Privacy Protection Act (COPPA).

Introductory Remarks

HIPPA is an important privacy law in that it improves the portability of insurance coverage, and
reduces fraud, waste and abuse of health insurance and healthcare delivery. FERPA protects
students from disclosing educational records without prior consent by the student but also
provides the parents with rights to access their child’s educational record. In a similar way,
COPPA allows parents control over the collection, use and disclosure of their child’s personal

information on the Internet.

One of the areas that data privacy may be impeached is in electronic surveillance. The Omnibus
Crime Control and Safe Streets Act, also known as the wiretap act allows state and federal law

enforcement officials to wiretap and eavesdrop if a warrant is issued.

Some of the key privacy and anonymity issues include camera surveillance, vehicle event data
recorder or stalking apps. Camera surveillance is used to deter crime and terrorist activities but
citizens have criticized this as a violation of civil liberties. Vehicle event data recorder (EDR)
records a few seconds of video footage before and after an accident occurs that is strong enough
to deploy the airbags of the car. Finally, stalking apps are applications loaded onto the telephone
of a user to monitor the location and other activities on the phone. It is illegal to install software

on a person’s phone without their consent.
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Aim/Objectives
Students learn about various laws that are in place for the protection of people and also learn

about the ethical issues that are associated with the collection and processing of personal data.

Learning Outcomes

By the end of this week the students should be able to:

o Define laws that are in place to protect privacy of an individual

¢ Identify ethical concerns related to the collection of data in various occasions

Key Words

HIPAA FERPA COPPA

- Wiretap act - ECPA - GDPR

Annotated Bibliography

Basic
Chapter 6 of CISSP Guide to Security Essentials By Peter Gregory

A chapter describing the legal, regulations, investigations and compliance issues related to
Information Security and also a description of the (ISC)? Code of ethics.

Recommended time for the student to work

15 hours
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INVITED LECTURES

11th Week

Summary

In an effort to help students learn about the status of Cybersecurity in Cyprus, the course will
endeavor to invite high caliber individuals with a proven background in Cybersecurity. Such
individuals can help students understand the area they are studying and may provide important
input on their studies and future as cybersecurity experts.

Introductory Remarks

One such person is the Head of Cyprus Policy Cybersecurity Crime Unit.
Aims/Objectives
In this week the aim of the course is to introduce students to experts in the field of cybersecurity

in Cyprus and learn more about real life experiences and receive advise from such notable

personalities.

Learning Outcomes

By the end of this week the students should be able to:

e Understand the status of cybersecurity in Cyprus
¢ Identify personalities in Cyprus that are involved in cybersecurity

e Learn more about the area from leading experts

Group Assignment (20 points)

Students should form groups and develop a security policy for a fictional company taking into
consideration all the information learned in this course. The security policy should take into
account the effective laws and ethical considerations of the organization and specify the tools

that will be used to enforce the security policy in the organization.
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Recommended time for the student to work

35 hours
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INVITED LECTURES

12th & 13t Week

Summary

In an effort to help students learn about the status of Cybersecurity in Cyprus, the course will
endeavor to invite high caliber individuals with a proven background in Cybersecurity. Such
individuals can help students understand the area they are studying and may provide important
input on their studies and future as cybersecurity experts.

One such person is the Head of Cyprus Policy Cybersecurity Crime Unit.
Aim/Objectives
In this week the aim of the course is to introduce students to experts in the field of cybersecurity

in Cyprus and learn more about real life experiences and receive advise from such notable

personalities.

Learning Outcomes

By the end of this week the students should be able to:

e Understand the status of cybersecurity in Cyprus
o ldentify personalities in Cyprus that are involved in cybersecurity

e Learn more about the area from leading experts

Recommended time for the student to work

30 hours (15 hours/week)
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REVISION AND FINAL EXAMINATION

The final exam will contain multiple choice questions and open-ended questions that will examine
the student’s understanding of the various topics discussed in this course. The questions will
determine if the student was able to grasp the concepts presented and if the student can apply
those concepts in different scenarios.

Recommended time for the student to work

40 hours

Date/Time of Final Exam: TBD
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INTRODUCTORY NOTES

The ‘Communications and Network Security’ course is a fundamental course with a special
position among the other courses in the Cybersecurity master program.

The Study Guide, a tool that is necessary and useful for students, especially in those cases where
the training material is not written with the methodology of open and distance learning,
encourages and facilitates the study and understanding of the issues addressed by the thematic
module. In addition, through self-assessment exercises, it stimulates and encourages work at
home, provides incentives for further study, and contributes to the development of your critical
thinking. The Study Guide is structured on a weekly basis and includes a summary and some
very brief introductory remarks, purpose and expected outcome, key words - basic concepts,
annotated literature, recommended student's time, self-assessment exercises, critical thinking
and case studies, with indicative answers in the end, aiming at a more meaningful understanding
of the content, terms and concepts that each unit deals with. The recommended weekly working
time includes, apart from the study, the follow-up of teleconferences and OSS, bibliography
search, two weekly exercises, etc. Although it is self-evident, it should be noted that the study
guide does not substitute to the minimum the educational material on the platform that the student
needs to read carefully and assimilate in order to be able to meet the requirements of the program
and to successfully complete the thematic module them.



1st GROUP CONSULTATION MEETING

Programme Presentation

Leading companies today are rethinking the role of information security in their organizations.
They realize that in a digital world, cybersecurity is the key to safeguarding their most precious
assets—intellectual property, customer information, financial data, and employee records, among
others. But far more than a defensive measure, companies also know that cybersecurity can
better position their organization with business partners, customers, investors, and other

stakeholders.

The European cybersecurity market is about 25% (i.e. about €17bin) of the world market
(estimated at €70bln in 2015), with an average yearly growth slightly larger than 6%, when the
world market is growing at about 10%/year. Recent study compiled by Europe’s cybersecurity
industry leaders pointed out that Europe is in danger of falling behind in the international digital
economy field.

The Master in Cybersecurity is a cutting-edge program, designed for those wishing to develop a
career as a cyber-security professional, or to take a leading technical or managerial role in an
organization critically dependent upon data and information communication technology. Students
will develop an advanced knowledge of information security and an awareness of the context in
which information security operates in terms of safety, environmental, social and economic
aspects. They will gain a wide range of intellectual, practical and transferable skills, enabling them

to develop a flexible professional career in IT.

Key elements of this postgraduate degree are: the real life experience given by the opportunity to
apply their theoretical knowledge through specialized virtual and remote security laboratories in
which they will be able to carry out activities such as reconnaissance, network scanning and
exploitation exercises, and investigate the usage and behavior of security systems such as
Intrusion Detection and Prevention Systems thus becoming confident in the practical application
of the latest tools; the high-level insight that will enhance student’s ability to research and design
creative cyber security solutions to address business problems; hands-on skills through
experimentation with security techniques, cryptographic algorithms, cyber forensics building an
ethical hacking environment; and flexibility since students will also be able to choose either the
completion of a Master thesis or to complete a Research methods course and two elective

courses.

Students undertake modules to the value of 90 ECTS credits.



COURSE PRESENTATION THROUGH THE STUDY GUIDE

This course is compulsory with a special position among the other courses in the Cybersecurity
master program. This course takes a detailed look at the network security. The main objective of
this course is to understand the various network technologies, how these technologies expose
security vulnerabilities and what are the security measures and configurations to be taken to
increase security. We start our study with a review of main network technologies and the
fundamental knowledge for network security. Wireless technologies will be discussed and the
needed configurations that are required for maximum security will be described. The discovery of
network vulnerabilities across the entire network by using security hacking techniques and
vulnerability scanning are analysed.

We will overview how cybercrime is evolving and what are currently the cyber-attacks with the
highest impact. We will study the most important secure protocols in the TCP-/IP protocol stack.
Then we will discuss the authentication methods and how they are used to increase security.
Next, we will see the various categories of malicious software (malware).

We will investigate the network and computer vulnerabilities in week eight in which you will be run
a practical assignment in your home network to get a deeper understanding on the topic. Next,
we will see how scripting enabled the rapid growth of the Internet but introduced a number of
security concerns. In weeks tenth and eleventh will discuss the security concerns in emerging
technologies such as Cloud Computing and Internet of Things (loT).

We will also discuss what are the protective measures that system and network administrators
put in place to harden the network from internal and external threats. You will get a deeper
understanding on how we can monitor the network and identify malware and other threats by
using packet inspection tools such as Wireshark. Finally, the various types of firewalls that are

available will be explained and analysed.
Upon successful completion of this course students should be able to:

. Describe the underlying principles of networking layers, architecture, topologies, protocol

stacks, and separation of duties.

. Explain the basic types of networking device, both logical and physical.
. Analyse networking methods and applications in practical systems.

. Classify and describe different types of wired network attacks.

. Classify and describe different types of wireless network attacks.

. Describe and evaluate methods and devices used to protect networks.

Recommended time for the student to work

Approximately 5 hours for the study guide



INTRODUCTION TO COMPUTER NETWORKING

Summary

1%t Week

We will start our course this week with a short refresh of computer networking technologies. We will

revisit the both wired and wireless technologies and the TCP/IP protocol stack.

Introductory Remarks

Today’s Internet is arguably the largest engineered system ever created by mankind, with hundreds of

millions of connected computers, communication links, and switches; with billions of users who connect

via laptops, tablets, and smartphones; and with an array of new Internet-connected devices such as

sensors, Web cams, game consoles, picture frames, and even washing machines.

Given that the Internet is so large and has so many
diverse components and uses, is there any hope of
understanding how it works? Are there guiding
principles and structure that can provide a
foundation for understanding such an amazingly

large and complex system?

And if so, is it possible that it actually could be both
interesting and fun to learn about computer
networks? Fortunately, the answers to all of these
questions is a resounding YES! Indeed, the aim of this
week is to provide you with a modern introduction to
the dynamic field of computer networking, giving you
the principles and practical insights, you’ll need to
understand not only today’s networks, but

tomorrow’s as well.
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Figure 1 — Core network



We will present in this first week a broad overview of computer networking and the Internet. Our goal

here is to paint a broad picture and see the forest through the trees. We'll cover a lot of ground in this

introductory week and discuss a lot of the pieces of a computer network, without losing sight of the big

picture.

We'll structure our overview of computer networks in this week as follows.
After introducing some basic terminology and concepts, we’ll first examine the
basic terms and technologies in data networking. We will investigate the OSI
and TCP/IP layer stack and how the various network components are

communicating with the use of protocols.

We will review the various network technologies such as wired and wireless
networks. We will understand the difference between wireless and mobility
and how mobility affects the network performance. We’ll understand that the
Internet is a “network of networks”, and we’ll learn how these networks

connect with each other

o

Figure 2 — Internet: Network of networks

In wireless networking We can identify the following elements:
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transport

network

link

physical




Wireless hosts. As in the case of wired networks, hosts are the end-system devices that run
applications. A wireless host might be a laptop, palmtop, smartphone, or desktop computer.The
hosts themselves may or may not be mobile.

Wireless links. A host connects to a base station (defined below) or to another wirelesshost
through a wireless communication link. Different wireless link technologies have different
transmission rates and can transmit over different distances.

Base station. The base station is a key part of the wireless network infrastructure. Unlike the
wireless host and wireless link, a base station has no obvious counterpart in a wired network.
Abase station is responsible for sending and receiving data (e.g., packets) to and from a wireless

host that is associated with that base station.

, 2

infrastructure

Key:

‘ Wireless access point

@ Wireless host
»
Wireless host in motion

Coverage area

Figure 3 — Elements of a wireless network.



Aim/Objectives

The scope of this week is to introduce the students with the fundamental knowledge in computer
networking, the understanding of the TCP/IP models and the different types of networking areas. Today’s
networking and internet are based on the communication of the various protocols in the TCP/IP stack via
well-defined protocols. Layered approach in data networks provide the necessary abstraction level so that
the various network components can communicate in a structured, manageable and efficient manner.
One fundamental principle for the today’s internet structure is related to packet encapsulation
mechanisms. Wireless and mobility are two terms that are used interchangeably. The students will
understand that the main challenges in today’s wireless communications are related to mobility as hosts
moving from one location to another and they need to keep their connectivity during the handover
procedure from one access point to another. Students will also need to understand the different types of

wireless networks and the ongoing efforts to merge all wireless networks.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e State and identify concepts relating to data communications, communication protocols and
layered protocol architectures.

e State and interpret protocol communication standards like OSI/RM and TCP/IP as used in
computer networking and internetworking.

e Describe different network topologies, physical components and their characteristics.

e Recognize and explain data transmission fundamentals and types of media (both wired and
wireless).

e Identify computer network models.

o Define, explain and exemplify concepts related to Local Area Networks (both wired and
wireless), their topologies and protocols, their types and transmission technologies.

Key Words
TCP/IP encapsulation Wireless networks
router IPv6 TCP Congestion control
switch protocols Mobile networks

Annotated Bibliography
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Basic

Computer Networking A Top-Down Approach, 6th Edition, Kurose, Ross, Available online at:

https://www.bau.edu.jo/UserPortal/UserProfile/PostsAttach/10617 1870 1.pdf

This first week is based on the above eBook that is freely available on line and it is offered to students for
free. There are two unique characteristics in this book—its top-down approach and its focus on the
Internet. The field of networking is now mature enough that a number of fundamentally important issues
can be identified. For example, in the transport layer, the fundamental issues include reliable
communication over an unreliable network layer, connection establishment/ teardown and handshaking,
congestion and flow control, and multiplexing. Two fundamentally important network-layer issues are
determining “good” paths between two routers and interconnecting a large number of heterogeneous

networks. In the link layer, a fundamental problem is sharing a multiple access channel.

This text identifies fundamental networking issues and studies approaches towards addressing these
issues. The student learning these principles will gain knowledge with a long “shelf life” —long after today’s
network standards and protocols have become obsolete, the principles they embody will remain
important and relevant. The combination of using the Internet to get the student’s foot in the door and
then emphasizing fundamental issues and solution approaches will allow the student to quickly

understand just about any networking technology.

The student is not requested to study the whole book that is not practical. As this week is a refreshment
of existing knowledge in computer network it is enough for the student to read this week presentations
and concentrate on the high-level concepts. In a future second time or any other time the student can

revisit the book for more detailed information on specific technologies and protocols.
Supplementary
Power point presentation slides available in the platform

Video: The evolution of the internet | Tech Histories

Video: UDP and TCP: Comparison of Transport Protocols

Video: Wireless Networking

Suggestions for further reading

The evolution of Internet
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http://www.bau.edu.jo/UserPortal/UserProfile/PostsAttach/10617_1870_1.pdf

This article gives elaborates on the evolution of the Internet and how is turning from a decentralised
architecture to a centralised one.

A brief history of the internet

This article gives a brief history on the evolution of the Internet.

Self-Assessment Exercises

Exercise 1.1
List some of the most important protocols in the TCP/IP layer stack
Exercise 1.2

Define the elements that constitute a wireless network

Recommended time for the student to work

15 hours
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COMPUTER NETWORK SECURITY FUNDAMENTALS

2" Week

Summary

In this second week, we will discuss about the fundamentals of networking security. We will see on

which way can we guarantee security provided that proper protection mechanisms are in place.

Introductory Remarks

Security is a continuous process of protecting an object from unauthorized access. It is as state of being

or feeling protected from harm. That object in that state may be a person, an organization such as a

business, or property such as a computer system or a file. Security comes from secure which means,

according to Webster Dictionary, a state of being free from care, anxiety, or fear [1]. An object can be in

a physical state of security or a theoretical state of security. In a physical state, a facility is secure if it is

protected by a barrier like a fence, has secure areas both inside and outside, and can resist penetration

by intruders. This state of security can be guaranteed if the following four protection mechanisms are in

place: deterrence, prevention, detection, and response [1, 2].

Deterrence is usually the first line of defense against intruders who may try to gain access. It works
by creating an atmosphere intended to frighten intruders. Sometimes this may involve warnings
of severe consequences if security is breached.

Prevention is the process of trying to stop intruders from gaining access to the resources of the
system. Barriers include firewalls, demilitarized zones (DMZs), and the use of access items like
keys, access cards, biometrics, and others to allow only authorized users to use and access a
facility.

Detection occurs when the intruder has succeeded or is in the process of gaining access to the
system. Signals from the detection process include alerts to the existence of an intruder.
Sometimes, these alerts can be real time or stored for further analysis by the security personnel.
Response is an aftereffect mechanism that tries to respond to the failure of the first three

mechanisms. It works by trying to stop and/or prevent future damage or access to afacility.
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Figure 4 — Cybersecurity protection mechanisms.

The areas outside the protected system can be secured by wire and wall fencing, mounted noise or
vibration sensors, security lighting, closed-circuit television (CCTV), buried seismic sensors, or different
photoelectric and microwave systems [1]. Inside the system, security can be enhanced by using electronic

barriers such as firewalls and passwords.

Digital barriers—commonly known as firewalls, discussed in detail in Week 4—can be used. Firewalls are
hardware or software tools used to isolate the sensitive portions of and information system facility from

the outside world and limit the potential damage by a malicious intruder.

A theoretical state of security, commonly known as pseudosecurity or security through obscurity (STO), is
a false hope of security. Many believe that an object can be secured as long as nobody outside the core
implementation group has knowledge about its existence. This security is often referred to as “bunk

mentality” security.

This is virtual security in the sense that it is not physically implemented like building walls, issuing
passwords, or putting up a firewall, but it is effectively based solely on a philosophy. The philosophy itself
relies on a need-to-know basis, implying that a person is not dangerous as long as that person doesn’t

have knowledge that could affect the security of the system like a network, for example.
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In real systems where this security philosophy is used, security is assured through a presumption that only
those with responsibility and who are trustworthy can use the system and nobody else needs to know.
So, in effect, the philosophy is based on the trust of those involved assuming that they will never leave. If

they do, then that means the end of security for that system.

Although its usefulness has declined as the computing environment has changed to large open systems,
new networking programming, and network protocols, and as the computing power available to the
average person has increased, the philosophy is in fact still favored by many agencies, including the

military, many government agencies, and private businesses.

In either security state, many objects can be thought of as being secure if such a state, a condition, or a
process is afforded to them. Because there are many of these objects, we are going to focus on the security

of a few of these object models. These will be a computer, a computer network, and information.

Aim/Objectives

The scope of this week is to introduce the student with the fundamental knowledge of network security.
However, before we talk about network security, the students need to understand the concept of security
and its main elements. That is true as students even computer scientists do not always have any previous
background in security, which is a different discipline. Therefore, it is essential for the student to grasp
the meaning of security and how the main security principles apply in network security. At the European
level, the European Union works on a number of fronts to promote cyber resilience across the European

Union.

In this week, the students will be also able to identify the various elements related to computer, network
and information security. The main pillars of the security requirements triage that is confidentiality,
integrity and availability will be analysed and the students will be able to apply this knowledge in the nest

weeks when working on more technical issues in network security.

In addition to this the students will be introduced with the concept of security standards and how these

standards can be applied to increase the resilience and the security in data networks.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e State and identify the concept of security.
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e Identify the concepts of computer security, network security and information security.
e Distinguish between computer, network and information security

e State the importance of security standards

e Understand the importance of best practices.

e Make use of the required resources for securing the computer networks.

Key Words
Computer security Network security Information security
Access control Authentication Confidentiality
Integrity Nonrepudiation Security standards

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-
55606-2

The book is venturing into and exposing all sorts of known security problems, vulnerabilities, and dangers
likely to be encountered by the users of these devices. In its own way, it is a pathfinder as it initiates a
conversation toward developing better tools, algorithms, protocols, and best practices that will enhance
the security of systems in the public commons, private and enterprise offices, and living rooms and
bedrooms where these devices are used. It does this comprehensively in six parts and 26 chapters. Part |
gives the reader an understanding of the working of and the security situation of the traditional computer
networks. Part Il builds on this knowledge and exposes the reader to the prevailing security situation
based on a constant security threat. It surveys several security threats. Part lll, the largest, forms the core
of the guide and presents to the reader most of the tools, algorithms, best practices, and solutions that
are currently in use. Part IV goes beyond the traditional computer network as we used to know it to cover
new systems and technologies that have seamlessly and stealthily extended the boundaries of the
traditional computer network. Systems and other emerging technologies including virtualization, cloud
computing, and mobile systems are introduced and discussed. A new Part V ventures into wireless and
other technologies creeping into the last mile creating a new security quagmire in the home computing

environment and the growing home hotspots. Part VI, the last part, consists of projects.
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Available to all EUC students via the https://www.openathens.net/ service.

Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 2 pages 41-57. This chapter

provides a simplified approach and presents the main concepts in computer security.
Supplementary

Power point presentation slides available in the platform

Suggestions for further reading

1. Standardisation activities take place in international, national, and industry-based forums. Within
Europe the three European Standards Organizations, CEN, CENELEC, and ETSI cooperate to try and

minimize the amount of duplication of standards. Read more in ENISA Cybersecurity standards and

certification report.

2. Certification, as a conformity assessment activity against specified requirements, is performed
and attested by a third party. These requirements are derived from technical standards or legislation, as
in the case of certification under GDPR, where the secondary EU legislation provides the normative
framework as a basis for the assessment requirements. The outcome of a successful certification (process)
is a certificate (thus a document), and/or a seal, that attests that the applicant organisation meets the
requirements (substantive and procedural) specified in the certification scheme and provided in technical
standards or legislation. In the near future, it is also possible that such requirements, originating from

GDPR provisions, are also provided in technical standards. Read more in ENISA Recommendations on

European Data Protection Certification report.

Self-Assessment Exercises

Exercise 2.1
What are the four protection mechanisms in place to guarantee security in computer networks?
Exercise 2.2

What is the meaning of Information security?

Recommended time for the student to work

15 hours
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SECURITY IN WIRELESS NETWORKS AND DEVICES

3" Week

Summary

This week we will discuss wireless technologies and networking and we will focus on the security
challenges in wireless networks. We will investigate the vulnerabilities in wireless networks, and the

security measures we need to take to safeguard them.

Introductory Remarks

Wireless technology is a relatively new technology that started mid in the 20th century. The rapid
technological developments of the last 20 years have seen wireless technology as one of the fastest
developing technologies of the communication industry. Because of its ability and potential to make us
perform tasks while on the go and bring communication in areas where it would be impossible with the
traditional wired communication, wireless technology has been embraced by millions. There are varying

predictions all pointing to a phenomenal growth of the wireless technology and industry.

To meet these demands and expectations, comprehensive communication infrastructure based on several
types of wireless network technologies has been developed. The various wireless technologies can be
classified as i) Wireless PAN (Personal Area Networks), ii) Wireless LAN (Local Area Networks), iii) Wireless
MAN (Metropolitan Area Networks), iv) Mobile cellular Networks, v) 4G, LTE (Long Term Evolution, and
vi) 5G (proposed—rollout by 2020).
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Security in Wi-Fi and WiMAX networks is addressed by a special working group) IEEE 802.16 Working
Group) that has designed several security protocols to safeguard and protect both users and providers.

The evolving security architecture consists of the following five components:

e Security associations: A context to maintain the security state relevant to a connection between
a base station (BS) and a subscriber station (SS).

e Certificate profile—X.509 to identify communication parties to each other.

e PKM authorization—authorization protocol to distribute an authorization token to an authorized
Ss.

e Privacy and key management—a protocol to rekey the security association (SA).

e Encryption—payload field encryption using Data Encryption Standard (DES) algorithm in the
Cipher Block Chaining (CBC) mode of operation in 802.16d, DES-CBC, and Advanced Encryption
Standard-Counter with Cipher Block Chaining-Message Authentication Code (AES-CCM) in
802.16e.

In the area of mobile cellular networks, the cellular wireless application protocol (WAP) stack was
dictated by the mobility of users and their need to have access to information services, including the
Internet and the Web. WAP works with all wireless technologies such as GSM, CDMA, and TDMA and is
based on Internet technologies such as XML, HTML, IP, and HTTP.

Publication

Standard | year Range |Frequency |Goals | Security
802.16 2002 10-66 GHz | Original standard, None

line of sight, fixed-

| fixed point wireless

802.16a | 2003 2-11 GHz | Added non-line of | None
sight extension.

| Now supplanted by

| the 802.16d variant

802.16d 2004 2-11 GHz Supports fixed and 3DES for
10-66 GHz | nomadic access in authorization key
line of sight and (AK), DES for
non-line of sight traffic encryption
| environments | key (TEK), X.509
802.16e | 2006 2-6 GHz | Optimized for AES-CCM
| dynamic mobile Extensible
radio channels, Authentication

| provides support for | Protocol (EAP)
| handoffs and
| roaming

Table 1 - The security and functional evolvement of the IEEE 802.16 standard.
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However, Wireless networks are inherently insecure. This problem is compounded by the untraceable
hackers who use invisible links to victimize WLANs and the increasing number of fusions between LANs
and WLANs, thus adding more access points (the weak points) to the perimeters of secure networks. One
can classify the security concerns in the following areas: Identity in WLANSs, Lack of Access Control
Mechanism, Lack of Authentication Mechanism in 802.11, Lack of a WEP Key Management Protocol,
Insertion Attacks, Interception and Monitoring Wireless Traffic Attacks, Simple Network Management
Protocol (SNMP) Community Words, Client-Side Security Risk, Risks Due to Installation, Jamming, Client-

to-Client Attacks, Parasitic Grids.

All the above along with best practices for Wi-Fi Security will be studied. We will also conduct a number

of practical exercises to investigate Wi-Fi weaknesses and security testing.

Security, however, in wireless networks requires a thorough understanding of the working of wireless
devices and networks. In our first week we made an introduction in computer and wireless networking.
However, it is strongly recommended to review the related chapters and reading materials for the student

to refresh the concepts and knowledge in wireless networking.

Aim/Objectives

The scope of this week is for the student to understand the security issues related to wireless technologies.
WLAN security concerns will be presented, and the student will be familiar with the main vulnerabilities
that the wireless networks expose. Our scope is not to analyse all these vulnerabilities, and the security
measures we need to take to safeguard our wireless network. Best practices for wireless security will
provide the student with a better understanding of what others have done and how can we get an
advantage of additional measures. The student will be also provided with additional resources for reading
based mainly on ENISA current publications. At the same time the student is given a number of free tools
in order to obtain by his own a deeper understanding on this subject by contacting practical exercises

related to Wi-Fi weaknesses and security testing.

Learning Outcomes

Upon successful completion of this course, students should be ableto:

o Identify the various types of wirelesstechnologies
o Define the Types of Wireless Broadband Networks
e Recall the security concerns in wireless networks
e Report the vulnerabilities in wireless networks
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o Define best practices for Wi-Fi security

Key Words
- IEEE802.11x protocols - Wireless Local Networks 4G (LTE)
56 | Authentication Mechanism | Wi-Fi weaknesses

- Parasitic Grids - Best Practices - WiMAX

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 18 pages 397-426. This chapter
provides an overview of all wireless technologies deployed today from Wi-Fi to new initiative of 5G that
is expecting to be operational by 2020. The wireless network vulnerabilities are discussed along with the
security measures to safeguard these networks. In addition to this, additional questions, practical

exercises and self-study concludes this sixth week.
Supplementary
Power point presentation slides available in the platform

A security researcher discovered and disclosed a serious vulnerability affecting the Wi-Fi Protected
Access Il — WPA2 protocol, which is used by all modern, protected Wi-Fi enabled devices. The
vulnerability enables an attacker to modify the protocol’s handshake, which can essentially lead to
intercepting the internet traffic of a Wi-Fi network -and depending on the network configuration, it is
also possible to inject and/or manipulate data, without owning or breaking its password security. The
vulnerability is serious, has a very big attack surface but it also has its limitations: it cannot be performed

remotely. Read more for An overview of the Wi-Fi WPA2 vulnerability in ENISA.

Video: Understanding WEP, WPA, and WPA2

Suggestions for further reading
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1. Wireshark - Brief description

Wireshark is a free and open source packet analyzer. It is used for network troubleshooting, analysis,
software and communications protocol development, and education. Wireshark is cross-platform, using
the Qt widget toolkit in current releases to implement its user interface, and using pcap to capture
packets; it runs on Linux, OS X, BSD, Solaris, some other Unix-like operating systems, and Microsoft
Windows. There is also a terminal-based (non-GUI) version called TShark. Wireshark, and the other
programs distributed with it such as TShark, are free software, released under the terms of the GNU

General Public License.

Website: https://www.wireshark.org/

Price: Free (possibly needing to add additional network cards at around €50 each or the AirPcap USB dogle

for wireless networks, if required, at around $700 each).

Dependencies: It can be installed on single machines. In machines where the network card is also active,
it is recommended to use Wireshark with an additional network card that is able to operate in
promiscuous mode. Additionally, AirPcap needs to be bought if required for wireless network sniffing, for
the best results in terms of packet analysis. Wireless traffic for other purposes can also be captured

through regular 802.11 wireless cards.

2. As mobile technologies evolve so does the threat landscape. Early generations of mobile
networks 2G/3G rely on SS7 and its IP Version SIGTRAN, a set of protocols designed decades ago,
without giving adequate effect to modern day security implications. Nobody at that time envisioned the
scale that mobile networks could reach in the future, so trust and security were not issues. Nonetheless
at the moment we are still using this legacy set of protocols to assure the interconnection between
providers. The industry and security research community has started covering the topic, by providing
good practices and necessary tools. But still, a lot more has to be done. Basic security measures seem to
be implemented by more mature providers, but these measures assure only a basic protection level.
More efforts need to be made so that an optimal protection level is achieved. Read more in ENISA

report on Signalling Security in Telecom SS7/Diameter/5G

Self-Assessment Exercises

Exercise 3.1

What are the five components that constitute the evolving security architecture?
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Exercise 3.2

Suppose you are in charge of information security in a large organization where the value of data justifies
strong protection in the hybrid network resulting from both LAN and WLAN. What are these additional

security measures, and how would you go about implementing them?

Recommended time for the student to work

15 hours
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CYBER CRIMES AND HACKERS

4 Week

Summary

This week we will discuss about cybercrimes and how they are executed. Cybercrimes are evolving and
the whole nature of cyber-attacks has been changes over the last years. Attacks that are more
sophisticated and now targeting to organisations and national institutions whereas at the same time the

trends of cybercrime span from simple hacking attempts to ransom to political movements and espionage.

Introductory Remarks

The greatest threats to the security, privacy, and reliability of computer networks and other related
information systems in general are cybercrimes committed by cybercriminals, but most importantly
hackers. Judging by the damage caused by past cybercriminal and hacker attacks to computer networks
in businesses, governments, and individuals, resulting in inconvenience and loss of productivity and
credibility, one cannot fail to see that there is a growing community demand to software and hardware
companies to create more secure products that can be used to identify threats and vulnerabilities, to fix

problems, and to deliver security solutions.

Industry and governments around the globe are responding to these threats through a variety of

approaches and collaborations such as:

e Formation of organizations, such as the Information Sharing and Analysis Centers (ISACs).

e  Getting together of industry portals and ISPs on how to deal with distributed denial-of-service
attacks including the establishment of Computer Emergency Response Teams (CERTSs).

e Increasing the use of sophisticated tools and services by companies to deal with network
vulnerabilities. Such tools include the formation of Private Sector Security Organizations (PSSOs)
such as SecurityFocus, Bugtrag, and the International Chamber of Commerce’s Cybercrime Unit.

e Setting up national strategies similar to the US National Strategy to Secure Cyberspace, an
umbrella initiative of all initiatives from various sectors of the national critical infrastructure grid

and the Council of Europe Convention on Cybercrimes.
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According to the director of the US National Infrastructure Protection Center (NIPC), cybercrimes present
the greatest danger to e-commerce and the public in general [1]. The threat of crime using the Internet is
real and growing, and it is likely to be the scourge of the twenty-first century. A cybercrime is a crime like
any other crime, except that in this case, the illegal act must involve a connected computing system
either as an object of a crime, an instrument used to commit a crime, or a repository of evidence related
to a crime. Alternatively, one can define a cybercrime as an act of unauthorized intervention into the
working of the telecommunication networks and/or the sanctioning of an authorized access to the
resources of the computing elements in a network that leads to a threat to the system’s infrastructure or

life or that causes significant property loss.

Both the International Convention of Cyber Crimes and the European Convention on Cyber Crimes have

outlined the list of these crimes to include the following:

e Unlawful access to information

o lllegal interception of information

e Unlawful use of telecommunication equipment

e Forgery with use of computer measures

e Intrusions of the public switched and packet network
o Network integrity violations

e Privacy violations

e Industrial espionage

e Pirated computer software

e Fraud using a computing system

e Internet/e-mail abuse

e Using computers or computer technology to commit murder, terrorism, pornography, and

hacking

Because for any crime to be classified as a cybercrime, it must be committed with the help of a computing
resource, as defined above, cybercrimes are executed in one of two ways: penetration and denial-of-

service attacks.

Let us see now, who are these people behind network attacks. The word hacker has changed meaning
over the years as technology changed. Currently, the word has two opposite meanings. One definition

talks of a computer enthusiast as an individual who enjoys exploring the details of computers and how to
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stretch their capabilities, as opposed to most users who prefer to learn only the minimum necessary. The
opposite definition talks of a malicious or inquisitive meddler who tries to discover information by poking

around [2].

Before acquiring its current derogatory meaning, the term hacking used to mean expert writing and
modification of computer programs. Hackers were considered people who were highly knowledgeable
about computing; they were considered computer experts who could make the computer do all the
wonders through programming. Today, however, hacking refers to a process of gaining unauthorized
access into a computer system for a variety of purposes, including the stealing and altering of data and

electronic demonstrations.

How hackers prepare their attacks and what methodology the used? Hackers are often computer
enthusiasts with a very good understanding of the working of computers and computer networks. They
use this knowledge to plan their system attacks. Seasoned hackers plan their attacks well in advance, and
their attacks do not affect unmarked members of the system. To get to this kind of precision, they usually
use specific attack patterns of topologies. Using these topologies, hackers can select to target one victim
among a sea of network hosts, a subnet of a LAN, or a global network. The attack pattern, the topology,

is affected by the following factors and network configuration:

e Equipment availability—This is more important if the victim is just one host. The underlying
equipment to bring about an attack on only one host and not affect others must be available.
Otherwise, an attack is not possible.

e Internet access availability—Similarly, it is imperative that a selected victim host or network be
reachable. To be reachable, the host or subnet configuration must avail options for connecting to
the Internet.

e The environment of the network—Depending on the environment where the victim host or
subnet or full network is, care must be taken to isolate the target unit so that nothing else is
affected.

e Security regime—It is essential for the hacker to determine what type of defenses is deployed
around the victim unit. If the defenses are likely to present unusual obstacles, then a different

topology that may make the attack a little easier may be selected.

Most system attacks take place before even experienced security experts have advance knowledge of

them. Most of the security solutions are best practices as we have so far seen, and we will continue to
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discuss them as either preventive or reactive. An effective plan must consist of four components:

prevention, detection, analysis and response.

Aim/Objectives

The objective of this section is to look into the meaning of cybercrime and the evolution of network attacks
over the years. It is important to understand that cybercrime is a crime like any other crime and both the
International Convention of Cyber Crimes and the European Convention on Cyber Crimes have outlined
the list of these crimes. Another objective is for the student to be able to define the pattern that most

attacks follow and name the main components of security solutions and best practices.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Provide the definition of cybercrime

e List the various types of cybercrime

e Explain the pattern of a cyber-attack

e Explain what is the Distributed Denial of Service (DDoS)

e Sate the various Types of Hackers

o Define and explain the ways that cybercrimes are executed
e State the Hacker Motives

Key Words
Cybercrime hacker penetration
prevention detection analysis and response

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055
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This week is based on the above eBook and more specifically in Chapter 5 pages 105-130. This chapter
provides an insight on cyber-crimes, the various network attacks and how we are dealing with the rising

of cybercrimes.

Supplementary
Power point presentation slides available in the platform.

Video: High Tech Hackers Documentary - Modern Day Hacking Today 2017 - Cyber Crime Biography

Looking back at the first six months of 2018, there have not been as many government leaks and global
ransomware attacks as there were by this time last year, but that's pretty much where the good news
ends. Corporate security is not getting better fast enough, critical infrastructure security hangs in the
balance, and state-backed hackers from around the world are getting bolder and more sophisticated.

Here are the big digital security dramas that have played out so far in 2018.
Suggestions for further reading

[1] Cybercrime threat “real and growing” http://news.bbc.co.uk/2/hi/science/nature/978163.stm

[2] Glossary of vulnerability testing terminology http://www.ee.oulu.fi/research/ouspg/sage/glossary/

Self-Assessment Exercises

Exercise 4.1
Give the definition of cybercrime.
Exercise 4.2

What were the most serious cybercrimes the previous year? What was their effect?

Activity

Recommended time for the student to work

15 hours
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COMPUTER NETWORK SECURITY PROTOCOLS

5th Week

Summary

This week we will discuss network security protocols and how they apply to the whole TCP/IP stack.
Different protocols provide different level security from the Application layer down to physical layer. Our
scope is not to analyse in details the functionality of each one protocol; that will require a separate course,

but to scratch on the basic functionality of these protocols and their level of the protection they offer.

Introductory Remarks

The rapid growth of the Internet and corresponding Internet community has fueled a rapid growth of both
individual and business communications leading to the growth of e-mail and e-commerce. In fact, studies
now show that the majority of the Internet communication content is e-mail content. The direct result of
this has been the growing concern and sometimes demand for security and privacy in electronic
communication and e-commerce. Security and privacy are essential if individual communication is to

continue and e-commerce is to thrive in cyberspace.

The call for and desire for security and privacy has led to the advent of several proposals for security
protocols and standards. Among these are Secure Socket Layer (SSL) and Transport Layer Security (TLS)
protocols, secure IP (IPsec), Secure HTTP (S-HTTP), secure e-mail (PGP and S/MIME), DNDSEC, SSH, and
others. Before we proceed we’d better visit our first week so as to refresh our knowledge and

understanding of the network protocol stack.

We will discuss these protocols and standards within the framework of the network protocol stack as

follows:

o Application-level security: (for TCP/IP) and application and presentation (for 1SO)—RADIUS,
TACACS, PGP, S/MIME, S-HTTP, HTTPS, SET, SSH, and Kerberos

o Transport-level security: (for TCP/IP) and session and transport (for ISO)—SSL and TLS

o Network-level security: for both TCP/IP and ISO—PPTP, L2TP, IPsec, and VPNs
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o Physical link-level security: (for TCP/IP) and data link and physical (for ISO)— packet filters, NAT,
CHAP, and PAP.

An association between security protocols and TCP/IP layers is illustrated in Figure 7

Security Protocols TCP/IP Layers
ki
SSH, PGP worx @ Application Layer
workin TLS sub-layer
SSL, TLS
Transport Layer (TCP)
work in
IPSec Network Layer (IP)
work in
PPTP, L2TP Data Link Layer (MAC)
work in
Scrambling, Hopping Physical Layer

Figure 7 —The security-related protocols associated with the TCP/IP protocol stack.

Application-Level Security

All the protocols in the application layer reside on both ends of the communication link. They are all
communication protocols ranging from simple text to multimedia including graphics, video, audio, and so

on.

Security in the Transport Layer

Although several protocols can be found in the transport layer, we are only going to concentrate on two:
Secure Socket Layer (SSL) and Transport Layer Security (TLS). Currently, however, these two are no longer
considered as two separate protocols but one under the name SSL/TLS, after the SSL standardization was
passed over to IETF, by the Netscape consortium, and Internet Engineering Task Force (IETF) renamed it

TLS.

Security in the Network Layer

The dominant technologies in this layer are the IPsec and VPN. IPsec is a suite of authentication and
encryption protocols developed by the Internet Engineering Task Force (IETF) and designed to address the
inherent lack of security for IP-based networks. IPsec, unlike other protocols, is a very complex set of
protocols described in a number of RFCs including RFC 2401 and 2411. It runs transparently to transport
layer and application layer protocols which do not see it. Although it was designed to run in the new

version of the Internet Protocol, IP version 6 (IPv6), it has also successfully run in the older IPvA4.
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A VPN is a private data network that makes use of the public telecommunication infrastructure, such as
the Internet, by adding security procedures over the unsecure communication channels. The security
procedures that involve encryption are achieved through the use of a tunneling protocol. There are two
types of VPNs: remote access which lets single users connect to the protected company network and site-
to-site which supports connections between two protected company networks. In either mode, VPN
technology gives a company the facilities of expensive private leased lines at much lower cost by using

the shared public infrastructure like the Internet.

Aim/Objectives

The scope of this week is for the student to understand that security protocols apply to the whole TCP/IP
stack. Different protocols provide different lev security from the Application layer down to physical layer.
Our scope is not to analyse in details the functionality of each one protocol; that will require a separate
course, but to scratch on the basic functionality of these protocols and their level of the protection they
offer. The knowledge on security protocols is essential for the student to obtain a holistic understanding

of network security.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Define the most important security protocols of each one layer in the TCP/IP stack.
e Explain the main features of the Transport Layer Security (TLS)

e Express the differences between SSL and S-HTTP

e Express the benefits of IPsec

e State the IPsec Issues

e Define the various types of Virtual Private Networks (VPNs)

e Explain the differences between SSL and S-HTTP

Key Words
Secure Socket Layer (SSL) Transport Layer Security secure IP (IPsec)
: (TLS) :
Secure HTTP (S-HTTP) secure e-mail (PGP and Application-level security
: | S/MIME)
Transport-level security Network-level security Physical link-level security
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Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 17 pages 365-396. This chapter
provides a detailed guidance on the various security protocols in the whole TCP/IP stack. After a short
introduction the security protocols are introduced starting from the Application layer. Secure HTTP (S-
HTTP), Secure/Multipurpose Internet Mail Extension (S/MIME), Kerberos and others are described and
explained. At the transport layer Secure Socket Layer (SSL), and Transport Layer Security (TLS) are
explained. Network layer-based protocols such as Internet Protocol Security (IPsec) are described along
with the main differences between IPv4 and IPV6 in relation to security. Point-to-Point Protocol (PPP) and
other physical layer protocols and introduced and in this way this chapter covers the whole protocol stack.

Self-assessment exercises and self-study concludes this fifth week.
Supplementary
Power point presentation slides available in the platform

Tutorial: Introduction to Network Security: Protocols

Video: Internet Security Protocols - Bart Preneel

Suggestions for further reading
[1] Kizza JM (2002) Computer network security and cyber ethics, McFarland Publishers, Jefferson

2. Cryptographic algorithms, when used in networks, are used within a cryptographic protocol. In
the ENISA algorithms report of 2013, several protocols were discussed. In this document (which is the
sister document of the 2014 report we extend the work in the 2013 report to cover more categories of

protocols. Find more in the ENISA report “ Study on cryptographic protocols”.

Self-Assessment Exercises

Exercise 5.1
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Provide a list with the most imprint security protocols per layer.
Exercise 5.2

SSL3.0 has been transformed into TLS 1.0. Study the TLS protocol specifications and show how all are
met by SSL. There are some differences in the protocol specifications of the two. Describe these

differences.

Activities

S/MIME and PGP are sister protocols; they share a lot. Study the two protocols and discuss the qualities

they share. Also look at the differences between them. Why is PGP more successful? Or is it?

Recommended time for the student to work

20 hours
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AUTHENTICATION

6t Week

Summary

This week we will discuss the concept of authentication and the various mechanisms for system
authentication. One important concept is the Public Key or asymmetric cryptography and how it is applied

to encrypt a message.

Introductory Remarks

Authentication is the process of validating the identity of someone or something. It uses information
provided to the authenticator to determine whether someone or something is in fact who or what it is
declared to be. In private and public computing systems, for example, in computer networks, the process
of authentication commonly involves someone, usually the user, using a password provided by the system
administrator to logon. The user’s possession of a password is meant to guarantee that the user is
authentic. It means that at some previous time, the user requested, from the system administrator, and

the administrator assigned and/or registered a self-selected password.

The user presents this password to the logon to prove that he or she knows something no one else could
know. Generally, authentication requires the presentation of credentials or items of value to really prove
the claim of who you are. The items of value or credential are based on several unique factors that show

something you know, something you have, or something you are [1]:

e Something you know: This may be something you mentally possess. This could be a password, a
secret word known by the user and the authenticator. Although this is inexpensive
administratively, it is prone to people’s memory lapses and other weaknesses including secure
storage of the password files by the system administrators. The user may use the same password
on all system logons or may change it periodically, which is recommended. Examples using this

factor include passwords, passphrases, and personal identification numbers (PINs).

¢ Something you have: This may be any form of issued or acquired self-dentification such as:

o SecurlD
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o CryptoCard
o ActivCard
o SafeWord

o Many other forms of cards and tags

This form is slightly safer than something you know because it is hard to abuse individual physical

identifications. For example, it is harder to lose a smart card than to remember the card number.

¢ Something you are: This is a naturally acquired physical characteristic such as voice, fingerprint,

iris pattern, and other biometrics.

Although biometrics are very easy to use, this ease of use can be offset by the expenses of purchasing
biometric readers. Examples of items used in this factor include fingerprints, retinal patterns, DNA
patterns, and hand geometry. In addition to the top three factors, another factor, though indirect, also

plays a part in authentication:

¢ Somewhere you are: This usually is based on either physical or logical location of the user. The

use, for example, may be on a terminal that can be used to access certain resources.

Number Factor Examples Vulnerabilities

1 What you Password, PIN Can be forgotten, guessed,
know duplicated

2 | What you have | Token, ID card, keys Can be lost, stolen, duplicated

3 What you are [ris, voiceprint, Nonrepudiable

fingerprint

Table 2 - Authentication factors and their vulnerabilities?.

In general, authentication takes one of the following three forms [2]:

¢ Basic authentication involving a server. The server maintains a user file of either passwords and
usernames or some other useful piece of authenticating information. This information is always
examined before authorization is granted. This is the most common way computer network
systems authenticate users. It has several weaknesses though, including forgetting and misplacing
authenticating information such as passwords.

¢ Challenge-response, in which the server or any other authenticating system generates a challenge

to the host requesting for authentication and expects a response.

! Ratha, Nalini K, Jonathan H. Connell and Ruud M. Bolle. “Secure Fingerprint-based Authentication
for Lotus Notes.” https://faculty.unlv.edu/thatcher/is485/readings/biometrics.pdf
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¢ Centralized authentication, in which a central server authenticates users on the network and in
addition also authorizes and audits them. These three processes are done based on server action.
If the authentication process is successful, the client seeking authentication is then authorized to
use the requested system resources. However, if the authentication process fails, the
authorization is denied. The process of auditing is done by the server to record all information

from these activities and store it for future use.

In the same area, Public key algorithms are fundamental security ingredients in cryptosystems,
applications and protocols. They underpin various Internet standards, such as Transport Layer Security
(TLS) that we studied in Week3, such as S/MIME, PGP, and GPG. Some public key algorithms provide key
distribution and secrecy (e.g., Diffie—Hellman key exchange), some provide digital signatures (e.g., Digital

Signature Algorithm), and some provide both (e.g., RSA).

However, still our main concern is related to password protection as it is widely known that passwords
are cracked. Passwords are in fact one of the weakest links to security. Therefore, system administrators

and users should pay special attention and apply mechanisms for enhanced password protection.

Aim/Objectives

The objective of this section is to understand the concept of authentication and the various mechanisms
for system authentication. One important concept is the Public Key, or asymmetric cryptography and how
it is applied to encrypt a message. The student will be taught how to use the best password managers,
how passwords are cracked and how to mitigate the cracking through the use of better hashing and key
stretching technology and also the choice of good passwords. In addition to this the student will learn how
to best use methods of authentication including passwords, multifactor authentication, like soft tokens

and hard tokens.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Define the concept of Authentication

e Identify the various authentication mechanisms

e Identify the various authentication technologies

e Sate the main concept behind asymmetric cryptography
e Describe strong password policies and methods

e List the steps for a good authentication policy
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Key Words

Authentication Passwords Public Key cryptography

| Password cracking " Public Key authentication " Authentication policy

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 10 pages 207-225. This chapter
provides an overview of the concept of authentication and how it is applied to secure networks and
systems. After a short introduction the various authentication method are explained with emphasis to
types of authentication and authentication methods. Public Key authentication is discussed and how the
public key encryption system allows and how passwords are cracked along with mitigation measures to
protect our passwords. The student will be given also the opportunity to review password attacks and
how to mitigate the cracking through the use of better hashing and key stretching technology and also

the choice of good passwords.
Supplementary
Power point presentation slides available in the platform.

How Passwords are cracked

1. The rule-based attack is one of the most complicated of all the attack modes. The reason for this
is very simple. The rule-based attack is like a programming language designed for password candidate
generation. It has functions to modify, cut or extend words and has conditional operators to skip some,
etc. That makes it the most flexible, accurate and efficient attack. You can find more on rule-based attack

in this site.

2. Leet, also known as eleet or leetspeak, is a system of modified spellings and verbiage used

primarily on the Internet for many [citation needed] phonetic languages. It uses some ASCII characters to
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replace Latinate characters in ways that play on the similarity of their glyphs via reflection or other
resemblance. Additionally, it modifies certain words based on a system of suffixes and alternate meanings.

You can learn more in this article.

3. Lots are known about passwords. Most are short, simple, and easy to crack. But much less is
known about the psychological reasons a person chooses a specific password. We’ve analyzed the
password choices of 10 million people, from CEOs to scientists, to find out what they reveal about the

things we consider easy to remember and hard to guess. You can find more in this article.
Suggestions for further reading

1. Network Security Essentials: Applications and Standards, Sixth Edition, William Stallings, 2017,
ISBN-13: 978-0134527338, ISBN-10: 9780134527338

Chapter 3 in this book provides a deeper insight in Public Key Cryptography and principles. You can read

more in message authentication modes and cryptographic algorithms.

Self-Assessment Exercises

Exercise 6.1
How we classify the various areas of credentials to authenticate ourselves in a system
Exercise 6.2

What are the three general forms of authentication?

Recommended time for the student to work

15 hours
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MALICIOUS SOFTWARE

7t Week

Summary

This week we will discuss the various types of malicious software or malware and the main differences
between host-based and independent malware. We will see how malware is classified and how they can

infect computers and devices.

Introductory Remarks

Perhaps the most sophisticated types of threats to computer systems are presented by programs that
exploit vulnerabilities in computing systems. Such threats are referred to as malicious software, or
malware. In this context, we are concerned with threats to application programs as well as utility

programs, such as editors and compilers, and kernel-level programs.

We will examine this week malicious software, with a special emphasis on viruses and worms. We will
begin with a survey of various types of malware, with a more detailed look at the nature of viruses and
worms. We then turn to distributed denial-of-service attacks. Throughout, the discussion presents both

threats and countermeasures.

The terminology in this area presents problems because of a lack of universal agreement on all of the

terms and because some of the categories overlap.

Malicious software is software that is intentionally included or inserted in a system for a harmful purpose.
Malicious software can be divided into two categories: those that need a host program, and those that

are independent.

Viruses, logic bombs, and backdoors are examples of those that need a host program. A virus is a piece of
software that can “infect” other programs by modifying them; the modification includes a copy of the

virus program, which can then go on to infect other programs.

A logic bomb is a piece of code intentionally inserted into a software system that will set off a malicious
function when specified conditions are met. For example, a programmer may hide a piece of code that

starts deleting files (such as a salary database trigger), should they ever be terminated from the company.
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Software that is inherently malicious, such as viruses and worms, often contain logic bombs that execute
a certain payload at a pre-defined time or when some other condition is met. This technique can be used
by a virus or worm to gain momentum and spread before being noticed. Some viruses attack their host
systems on specific dates, such as Friday the 13th or April Fools' Day. Trojans that activate on certain dates

are often called "time bombs".

A backdoor is a method, often secret, of bypassing normal authentication or encryption in a computer
system, a product, or an embedded device (e.g. a home router), or its embodiment, e.g. as part of a
cryptosystem, an algorithm, a chipset, or a "homunculus computer" —a tiny computer-within-a-computer
(such as that as found in Intel's AMT technology) ([1], [2]). Backdoors are often used for securing remote

access to a computer or obtaining access to plaintext in cryptographic systems.

Independent malware is a self-contained program that can be scheduled and run by the operating system.
Worms and bot programs are examples. A worm is a program that can replicate itself and send copies
from computer to computer across network connections. Upon arrival, the worm may be activated to

replicate and propagate again. In addition to propagation, the worm usually performs some unwanted

function.
Botnet Architecture
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Figure 8 — lllustration of botnet architecture.

A botnet is a number of Internet-connected devices, each of which is running one or more bots. Botnets

can be used to perform distributed denial-of-service attack (DDoS attack), steal data, send spam, and
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allows the attacker to access the device and its connection. The owner can control the botnet using
command and control (C&C) software. The word "botnet" is a combination of the words "robot" and

"network". The term is usually used with a negative or malicious connotation.

The best way to address the above threats is to apply prevention mechanisms. In other words, do not
allow a virus to get into the system in the first place, or block the ability of a virus to modify any files
containing executable code or macros. This goal is, in general, almost impossible to achieve, although
prevention can reduce the number of successful viral attacks. The next best approach is to be able to do

the following:

¢ Detection: Once the infection has occurred, determine that it has occurred and locate thevirus.

¢ Identification: Once detection has been achieved, identify the specific virus that has infected a
program.

¢ Removal: Once the specific virus has been identified, remove all traces of the virus from the
infected program and restore it to its original state. Remove the virus from all infected systems

so that the virus cannot spread further.

Other important area of malicious software and the subsequent threats is widely known as Denial of
Service (DoS). In computing a denial-of-service attack is a cyber-attack in which the perpetrator seeks to
make a machine or network resource unavailable to its intended users by temporarily or indefinitely

disrupting services of a host connected to the Internet.

@s

Attacker

Controller Qf

Zombies &’ﬁ

Victim

Figure 9 — DoS attack illustration.
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Denial of service is typically accomplished by flooding the targeted machine or resource with superfluous
requests in an attempt to overload systems and prevent some or all legitimate requests from being
fulfilled. In a Distributed denial of service (DDoS) a large number of compromised hosts are amassed to
send useless packets. In recent years, the attack methods and tools have become more sophisticated,
effective, and more difficult to trace to the real attackers, while defense technologies have been unable

to withstand large-scale attacks.

Aim/Objectives

The objective of this section is to understand the various types of malicious software or malware and the
main differences between host-based and independent malware. The student will be to understand and
classify malware. Distinguishing and classifying different types of malware from each other is important
to better understanding how they can infect computers and devices, the threat level they pose and how
to protect against them. Another important objective in this week is for the student to understand what
DoS is and how this attack is used to temporarily or indefinitely disrupting services of a host connected to
the Internet. DoS and DDos attacks present a significant security threat to corporations, and the threat

appears to be growing.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Define what malicious software is.

e Define then various types of malicious software.

e Classify malicious software threats and its effects in networks and systems.
e Describe the possible Antivarious approaches.

e Explain the State of Worm Technology.

e Explain what DoS and DDoS are.

Key Words
Malware Distributed Denial of Service (DDoS) botnet
logic bomb - Backdoor - worm

Annotated Bibliography
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Basic

Network Security Essentials: Applications and Standards, Sixth Edition, William Stallings, 2017, ISBN-
13:978-0134527338, ISBN-10: 9780134527338

This week is based on the above book and more specifically in Chapter 10 — Malicious software. In this
chapter an introduction is given of the various types of malicious software of malware. Backdoors, logic
bombs Trojan horses, mobile code and Multiple-Threat Malware are described and explained. The nature
of computer with their classification is described along with the counter measures to address these
threats. The worm propagation model is explained with an overview of the most recent worm attacks. In
addition, the worm Countermeasures are described. Distributed denial of service (DDoS) attacks are
explained as they present a significant security threat to corporations and the threat appears to be

growing.
Supplementary
1. Power point presentation slides available in the platform.

2. Malware, also known as "malicious software," can be classified several ways in order to distinguish
the unique types of malware from each other. Distinguishing and classifying different types of malware
from each other is important to better understanding how they can infect computers and devices, the
threat level they pose and how to protect against them. Malware, also known as "malicious software,"
can be classified several ways in order to distinguish the unique types of malware from each other.
Distinguishing and classifying different types of malware from each other is important to better
understanding how they can infect computers and devices, the threat level they pose and how to protect

against them. Learn more about malware classification in Kaspersky Lab report

3. EU Member States’ CSIRTs work together in the EU CSIRT Network. In the course of their incident
handling duties and in their publications, CSIRTs use specialised terminology the meaning of which is not
always self-explanatory. These pages seek to explain this terminology in plain, jargon-free language. As
new concepts are added, they will form an independent and unbiased information security glossary. The

glossary entries can be viewed here
Suggestions for further reading

1. 2017 was the year in which incidents in the cyberthreat landscape have led to the definitive

recognition of some omnipresent facts. We have gained unwavering evidence regarding monetization
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methods, attacks to democracies, cyber-war, transformation of malicious infrastructures and the

dynamics within threat agent groups.

But 2017 has also brought successful operations against cyber-criminals. Law enforcement, governments
and vendors have managed to shut down illegal dark markets, de-anonymize the Darknet and arrest
cyber-criminals. Moreover, state-sponsored campaigns have been revealed and details of technologies
deployed by nation states have been leaked. Mostly remarkable though is the manifestation of the
cyberthreat landscape within framework programmes that are about to be established in the financial
sector: cyberthreats make up the basis for the development and implementation of red and blue teaming
activities in financial sector, both within Member States and across Europe. Read more on ENISA Threat

Landscape Report 2017

2. EURPOL has currently released the 2018 Internet Organised Crime Threat Assessment (IOCTA),
which has been and continues to be one of the flagship strategic products for Europol. It provides a unique
law enforcement focused assessment of the emerging threats and key developments in the field of

cybercrime over the last year. Read more in this report

Self-Assessment Exercises

Exercise 7.1
What is Denial of Service (DoS) and Distributed denial of service (DDoS)?

The question arises as to whether it is possible to develop a program that can analyse a piece of software
to determine if it is a virus. Consider that we have a program D that is supposed to be able to do that. That
is, for any program P, if we run D(P), the result returned is TRUE (P is a virus) or FALSE (P is not a virus).
Now consider the following program:
Program CV :=
{
main-program :=

{if D(CV) then goto next:
else infect-executable;

next:
}

In the preceding program, infect-executable is a module that scans memory for executable programs

and replicates itself in those programs. Determine if D can correctly decide whether CV is a virus.
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Exercise 7.2

Consider the following fragment in an authentication program:

username =

read_username() ;

password = read_password() ;

if username
return
if username
return
else return

What type of malicious software is this?

is "133t hdck0Or”
ALLOW_LOGIN;

and password are valid
ALLOW_LOGIN

DENY_LOGIN

Recommended time for the student to work

15 hours
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COMPUTER NETWORK VULNERABILITIES

8t Week

Summary

This week we will work towards computer network vulnerabilities. We will also do a practical exercise

with open tools for the discovery of network and system voluntarily.

Introductory Remarks

System vulnerabilities are weaknesses in the software or hardware on a server or a client that can be
exploited by a determined intruder to gain access to or shut down a network. Vulnerabilities exist not only
in hardware and software that constitute a computer system but also in policies and procedures,
especially security policies and procedures, that are used in a computer network system and in users and
employees of the computer network systems. Since vulnerabilities can be found in so many areas in a
network system, one can say that a security vulnerability is indeed anything in a computer network that
has the potential to cause or be exploited for an advantage. The frequency of attacks in the last several
years and the speed and spread of these attacks indicate serious security vulnerability problems in our

network systems.
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Figure 10 — CERT-EU Architecture.

There is no definitive list of all possible sources of these system vulnerabilities. Many scholars and indeed
many security incident reporting agencies, such as Bugtraq, the mailing list for vulnerabilities; CERT-EU,
the EU Computer Emergency Response Team; US-CERT, the USA Computer Emergency Response Team,
NTBugtraq, the mailing list for Windows security and others, have called attention to not only one but
multiple factors that contribute to these security problems and pose obstacles to the security solutions.
Among the most frequently mentioned sources of security vulnerability problems in computer networks
are design flaws, poor security management, incorrect implementation, Internet technology vulnerability,
the nature of intruder activity, the difficulty of fixing vulnerable systems, the limits of effectiveness of

reactive solutions, and social engineering [1].

Vulnerability assessment is a process that works on a system to identify, track, and manage the repair of
vulnerabilities on the system. The assortment of items that are checked by this process in a system under
review varies depending on the organization. It may include all desktops, servers, routers, and firewalls.

Most vulnerability assessment services will provide system administrators with:

¢ Network mapping and system fingerprinting of all known vulnerabilities
¢ A complete vulnerability analysis and ranking of all exploitable weaknesses based on potential
impact and likelihood of occurrence for all services on each host

e Prioritized list of misconfigurations

VULNERABILITY ASSESSMENT

DISCOVERY ENUMERATION
+ CONFIGURATION + FALSE POSITIVE
e el ISSUES REMOVAL
i e « MISSING « MANUAL
! PATCHES VERIFICATION
SERVICES « DANGEROUS « REVIEW SCAN
SERVICES LOGIC

Figure 11 — Network vulnerability assessment process.

In addition, at the end of the process, a final report is always produced detailing the findings and the best
way to go about overcoming such vulnerabilities. This report consists of prioritized recommendations for

mitigating or eliminating weaknesses, and based on an organization’s operational schedule, it also
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contains recommendations of further reassessments of the system within given time intervals or on a

regular basis.

Aim/Objectives

The scope of this week is twofold. i) to introduce the student with the theoretical foundation for
understanding computer and network vulnerabilities, and ii) to do a practical exercise with open tools for
the discovery of network and system voluntarily. The student will be able after the study of this week to
determine if there are any internal or external security vulnerabilities on his/her router or other network
devices that attackers could exploit. The student will be familiarized with a fair large number of tools that
he can use to scan a local network by conducting and internal and external vulnerability scanning. As we
go deeper in our study in network security practical exercises are important for the student to grasp and

better understand the theory behind network security.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e State and identify the sources of system vulnerabilities.

e Explain the importance of vulnerability assessment.

e Explain the advantages of vulnerability discovery.

e Practice with vulnerability scanners in his/her local area network.
o lllustrate host discovery, port and vulnerability scanning.

Key Words
 Vulnerability Assessment  router scanning - man-in-the-middle
Security management Software updates Demilitarized zones (DM2Z)
i Port scanning : TCP scan i UDP scan

Annotated Bibliography
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Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This eightieth week is based on the above eBook and more specifically in Chapter 4 pages 87-103. This
chapter provides a simplified approach and presents the main concepts in vulnerability assessment. In
addition to this a number of free tools available online are offered to the students to conduct practical

exercises.
Supplementary
Power point presentation slides available in the platform

Video: Testimonial CERT-EU

Video: Nmap Tutorial For Beginners

Video: Kali Linux 2017.2 - Review & Updates

From Hacking to Report Writing: An Introduction to Security and Penetration Testing, Robert Svensson,
ISBN-13 (pbk): 978-1-4842-2282-9 ISBN-13 (electronic): 978-1-4842-2283-6, DOI 10.1007/978-1-4842-
2283-6, Library of Congress Control Number: 2016957882.

This book details how to do high-quality security and penetration testing and provides in detail, thestep-
by-step process used by security professionals to locate security weaknesses. This book will also teach the
reader how to use the very same tools and techniques that hackers use to break into computer systems.
We will concentrate, however, in this week only on Chapter 6 “Identifying Vulnerabilities” and more

specifically on nmap port scanning.

Kali Linux - Brief description

Kali Linux is a Debian-derived Linux distribution designed for digital forensics and penetration testing. It is
preinstalled with over 300 penetration-testing programs, including Armitage (a graphical cyber-attack
management tool), nmap (a port scanner), Wireshark (a packet analyzer), John the Ripper (a password
cracker), Aircrack-ng (a software suite for penetration-testing wireless LANs), Burp suite and OWASP ZAP
(both web application security scanners). Kali Linux can run natively when installed on a computer's hard
disk, can be booted from a live CD or live USB, or it can run within a virtual machine. It is a supported
platform of the Metasploit Project's Metasploit Framework, a tool for developing and executing security

exploits.
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Note — Kali Linux includes a huge number of tools, including some of the other ones mentioned in this
document, plus others that could be used for teaching purposes (the teaching staff should explore this
Linux distribution and decide on which additional software to use, depending on expertise — for a full list,
see http://tools.kali.org/tools-listing). The analysis of all of these tools is beyond the scope of this
document. Kali Linux also includes some software that can be used for forensic analysis (the forensics
software that is used by most police departments (FTK http://accessdata.com/solutions/digital-
forensics/forensic-toolkit-ftk and Encase https://www.guidancesoftware.com/encase-forensic) are very
expensive products. The university should check whether any cheaper student or educational editions are

available.

Website: https://www.kali.org/

Price: Free
Dependencies: Needs to be installed on a physical computer or a VM — it is a standalone OS.

Nmap - Brief description

Nmap ("Network Mapper") is a free and open source (license) utility for network discovery and security
auditing. Many systems and network administrators also find it useful for tasks such as network inventory,
managing service upgrade schedules, and monitoring host or service uptime. Nmap uses raw IP packets
in novel ways to determine what hosts are available on the network, what services (application name and
version) those hosts are offering, what operating systems (and OS versions) they are running, what type
of packet filters/firewalls are in use, and dozens of other characteristics. It was designed to rapidly scan
large networks but works fine against single hosts. Nmap runs on all major computer operating systems,
and official binary packages are available for Linux, Windows, and Mac OS X. In addition to the classic
command-line Nmap executable, the Nmap suite includes an advanced GUI and results viewer (Zenmap),
a flexible data transfer, redirection, and debugging tool (Ncat), a utility for comparing scan results (Ndiff),

and a packet generation and response analysis tool (Nping).

Website: https://nmap.org/

Price: Free
Dependencies: None — it can be installed on single machines.

Tools for scanning the home router

1. This site provides a database for default router passwords
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2. Find your IP of your home router in this site

External vulnerability scanning

3. You can conduct an external vulnerability scanning in this site
4. Conduct a free on-line vulnerability scanning in this site
Suggestions for further reading

[1] Pethia RD. Information technology—essential but vulnerable: how prepared are we for attacks? A

related research paper on cyber attacks.

2. The Software Engineering Institute recently released a revamped CERT Coordination Center
(CERT/CC) Vulnerabilities Database website at https://www.kb.cert.org/vuls. The Vulnerability Notes
Database provides information about software vulnerabilities, including summaries, technical details,

remediation information, and lists of affected vendors. Find more in SEl Launches New CERT

Vulnerabilities Website

3. If you want to see a list of Common default IP Addresses for routers then check this site

Common default IP Addresses for routers

4, You can check the list of List of Well-Known TCP Port Number here

Self-Assessment Exercises

Exercise 8.1

What are the main vulnerability assessment services that provided to system administrators?

Assignment - Vulnerability scanning (20 points)

In most cases, your local network consists of you ADSL modem that is an all-in-one box with the modem,

firewall, router, switch, firewall and a wireless Access Point (AP) similar to one presented in Figure 12.

In this assignment, you are requested to conduct an Internal and External vulnerability scanning in your
home network. In an internal vulnerability scanning, you will have to discover all the hosts in your home
network and discover any open ports of all the devices that are connected to your home router. To do
so, you will need to use nmap and perform a number of different scans for TCP and UDP. You have to

take screenshots as a proof of your work and explain your findings.
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In an external vulnerability scanning, you can use a number of tools that are already provided to you in
the Lab sessions. You need to find your ip address and choose some of the tools to run external
scanning to your router. Again, you will need to take screenshots as a proof of your work and explain

your findings.

Firewall settings: Open your network firewall and make sure that DMZ is not enabled. Explain the
meaning of the DMZ and make sure that you have not running services inside the DMZ unless it is

necessary. You will need to take screenshots as a proof of your work and explain your findings.
All the above results with explanations of the tools you have used will be submitted as a report.

In addition to this, you are requested to present your work in the classroom and get ready to provide

explanations on your work, at the end of the course.

Internet

router

firewall

Qo

Figure 12 — Sample home network architecture.

Recommended time for the student to work

40 hours
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SCRIPTING AND SECURITY

9th Week

Summary

This week we will discuss how scripting has been used especially for an interactive Web in order to meet
the growing demand of millions of Web services from users around the world. We will see, however, that

scripting poses a major threat in computer networking.

Introductory Remarks

The rapid growth of the Internet and its ability to offer services have made it the fastest-growing medium
of communication today. Today’s and tomorrow’s business transactions involving financial data; product
development and marketing; storage of sensitive company information; and the creation, dissemination,
sharing, and storing of information are and will continue to be made online, most specifically on the Web.
The automation and dynamic growth of an interactive Web has created a huge demand for a new type of
Web programming to meet the growing demand of millions of Web services from users around the world.
Some services and requests are tedious, and others are complex, yet the rate of growth of the number of
requests, the amount of services requested in terms of bandwidth, and the quality of information

requested warrant a technology to automate the process.

Script technology came in timely to the rescue. A program script is a logical sequence of line commands
which causes the computer to accomplish some task. Many times, we refer to such code as macros or
batch files because they can be executed without user interaction. A script language is a programming
language through which you can write scripts. Scripts can be written in any programming language or a
special language as long as they are surrogated by another program to interpret and execute them on the

fly by a program unlike compiled programs that are run by the computer operating system.

Because scripts are usually small programs, written with a specific purpose in mind to perform tasks very
quickly and easily, many times in constrained and embedded environments with abstracted performance
and safety, unlike general purpose programs written in general-purpose programming languages, scripts
are not in most cases full-featured programs, but tend to be “glue” programs that hold together other

pieces of software. Therefore, scripting languages are not your general-purpose programming languages.
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Their syntax, features, library, etc. are focused more around accomplishing small tasks quickly. The scripts
can be either application scripts, if they are executed by an application program surrogate like Microsoft
spreadsheet, or command line scripts if they are executed from a command line like the Windows or

Unix/Linux command line.

Scripting is a powerful automation technology on the Internet that makes the Web highly interactive.
Scripting technology is making the Web interactive and automated as Web servers accept inputs from
users and respond to user inputs. While scripting is making the Internet and, in particular, the Web is alive

and productive, it also introduces a huge security problem to an already security-burdenedcyberspace.

Hostile scripts embedded in Web pages, as well as HTML formatted e-mail, attachments, and applets
introduce a new security paradigm in cyberspace security. In particular, security problems are introduced

in two areas: at the server and at the client.

Several security risks are introduced at both sides. A server-side script, whether compiled or interpreted,
and its interpreter are included in a Web server as a module or executed as a separate CGI binary. It can
access files, execute commands, and open network connections on the server. These capabilities make
server-side scripts a security threat because they make anything run on the Web server unsecure by
default. Among the many sever-side scripting languages are ERL, PHP, ColdFusion, ASP, MySQL, Java

servlets, and MivaScript.

At the client-side all scripts like JavaScript and VBScript that execute in the browser can compromise the
security of the user system. These scripts create hidden frames on Web sites so that as a user navigates a
Web site, the scripts running in the browser can store information from the user for short-time use, just
like a cookie. The hidden frame is an area of the Web page that is invisible to the user but remains in place
for the script to use. Data stored in these hidden frames can be used by multiple Web pages during the
user session or later. Also, when a user visits a Web site, the user may not be aware that there are scripts

executing at the Web site. Hackers can use these loopholes to threaten the security of the usersystem.

One of the most essential useful areas in network performance when scripting plays a vital role is in the
network client-server information exchange. This is done via a Common Gateway Interface or CGl. CGl is
a standard to specify a data format that servers, browsers, and programs must use in order to exchange
information. A program written in any language that uses this standard to exchange data between a Web

server and a client’s browser is a CGl script.
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Handshake

Client | == _ Server
SYN ————
(Received by welcome:port)
(CGlI | Script)
SYN-ACK " -

—

J B (Create communication port)

ACK

Established connection)

Figure 13 —The position of a CGl script in a three-way handshake.

However, hackers are constantly developing and testing a repertoire of their own scripts that will
compromise other scripts wherever they are on the Web, in the computer network system or in
applications. The most common of such hacker techniques today include Web cross-site scripting or XSS
or CSS. Cross-site scripting allows attackers of Web sites to embed malicious scripts into dynamic
unsuspecting Web and network scripts. Although this is a threat to most scripts, we will focus our script

security discussion on the CGlI scripts.

Aim/Objectives

The scope of this week is for the student to underline how scripting has been used especially for an
interactive Web in order to meet the growing demand of millions of Web services from users around the
world. The student is not required to learn any scripting language although knowledge of scripting
programming is a valuable and necessary asset for cybersecurity majors. However, scripting languages are
taught in almost all computer science programs. One important aspect of scripting programming and
especially for interactive web services is that they introduce a number of security threats as segment of
code are executed in the client side. Therefore, the core of this week is for the student to fully understand

how to best reduce the attack surface of the browser and harden it for maximum security and privacy. In
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addition to this, the student will learn techniques showing how browsers are hacked and methods to

mitigate all those attack vectors.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Describe the type of scripting languages

e Describe scripting languages security threats

o Define web browsing vulnerabilities

o Apply protection measures for safer browsing

e Describe the differences between client-side and server-side scripting.
e Suggest ways to improve script security threats.

e Understand VBScript and explain why VBScript was not so popular.

Key Words
Scripting languages Server-side scripting client-side scripting
- Common Gateway Interface  Web Script Security - Browser attack
(cal) | |
JavaScript VBScript PHP

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 6 pages 133-145. In this textbook
an introduction is given for scripting languages and how scripting enabled the automation and dynamic
growth of an interactive Web. Server-Side Scripting Languages are discussed and how web interactions
such as maintaining a state, filling out forms; error checking or performing numeric calculation can be
handled on the client’s side. The most important part of this chapter is related not to scripting languages

but to the security concerns and threats, they introduce.
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Supplementary

1. Power point presentation slides available in the platform

2. Which Web Programming Language is the Most Secure? Learn more on this article.
Suggestions for further reading

1. Network administrators have used scripting since long before Windows or even DOS came on the
scene. UNIX administrators, for instance, have been using shell scripting and its powerful capabilities for
decades. Scripting can significantly ease the burden of network administration. However, learning to
create useful and effective scripts for networking tasks is not easy and requires a lot of patience and
practice. Learn more about the role of scripting in network administration in this article.

Self-Assessment Exercises

Exercise 9.1
What is a script program and its fundamental reference from compiled programs?
Exercise 9.2

The most common CGl function is to fill in forms; the processing script actually takes the data input by
the Web surfer and sends it as e-mail to the form administrator. Discuss the different ways such a

process can fall victim to an attacker.

Recommended time for the student to work

15 hours
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CLOUD COMPUTING TECHNOLOGY AND SECURITY

10" Week

Summary

Cloud computing is an emerging technology. In this week, we will concentrate on this technology and

investigate the main security risks associated with the cloud-computing infrastructure and services.

Introductory Remarks

Cloud computing as a technology is difficult to define because it is evolving without a clear start point and
no clear prediction of its future course. Even though this is the case, one can say that it is a continuous
evolution of a computer network technology going beyond the client-server technology. It is a technology
extending the realms of a computer network creating an environment that offers scalability, better
utilization of hardware, on-demand applications and storage, and lower costs over the long run through
the creation of virtual servers cloned from existing instances each offering near instantaneous increase in
performance, allowing companies to react quickly and dynamically to emerging demands. The “cloud” or
“cloud solution,” as the technology is commonly referred to, can either be hosted on-site by the company
or off-site such as Microsoft, Amazon and Google cloud and any other cloud provider. The cloud
technology seems to be in flax; hence, it may be one of the foundations of the next generation of
computing. It may be in that in the next few years, a grid of a few cloud infrastructure may provide
computing for millions of users. This is a broader view of cloud computing. Cloud computing technology
consists of and rests on a number of sound, fundamental, and proven technologies including virtualization,
service-oriented architectures, distributed computing, grid computing, broadband networks, Software as
a Service, browser as a platform, free and open-source software, autonomic systems, Web application

frameworks, and service-level agreements [1].
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Cloud Computing Model

Cloud Characteristics ‘ Cloud Service Model ‘ l Cloud Deployment Models J
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Figure 14 — Broad view of a cloud computing model.

First, let us start by trying to give a broad but specific view of the technology, what it is composed of, and
how it works. We will start by a more specific definition given by the National Institute of Standards and
Technology (NIST). According to NIST [1], cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources like networks, servers,
storage, applications, and services that can be rapidly provisioned and released with minimal

management effort or service provider interaction.
The cloud computing service models can be defined as follows:

Infrastructure as a Service (laaS): The process of providing the customer with the ability and capability to
manage and control, via a Web-based virtual server instance API, system resources such as starting,
stopping, accessing, and configuring the virtual servers, operating systems, applications, storage,

processing, and other fundamental computing resources is referred to as Infrastructure as a Service (laaS).

Platform as a Service (PaaS): This is a set of software and product development tools hosted on the

provider’s infrastructure and accessible to the customer via a Web-based virtual server instance API.

Software as a Service (SaaS): Under this model, there is a different way of purchasing. Under SaaS, there

is the elimination of the upfront license fee. All software applications are retained by the provider, and
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the customer has access to all applications of choice from the provider via various client devices through

either a thin client interface, such as a Web browser, a Web portal, or a virtual server instance API.

However, cloud services expose a number of concerns as the model as we know it today did not start
overnight. The process has taken years moving through seven software models beginning with in-house
software, licensed software normally referred to as the traditional model, open source, outsourcing,
hybrid, Software as a Service, and finally the Internet model, the last two being part of the cloud
computing model. When one carefully examines the cloud servicing model, one does not fail to notice the
backward compatibilities or the carryovers of many of the attributes that characterized software through
all the models. While this brings the benefits of each one of those software models, also many, if not all,
of the software complexity and security issues in those models were carried over into the cloud computing
model. Because of this, our first thought was to discuss the security issues in the cloud computing model
through the prism of these models. It is tempting, but we are going to follow a different path while keeping
the reader rooted into the different software models. Security is and continues to be a top issue in the

cloud-computing model. The other three related issues are performance, compliance, and availability.

We want to start the discussion of cloud computing security by paraphrasing Greg Papadopoulos, CTO of
Sun Microsystems, who said that cloud users normally “trust” cloud service providers with their data like
they trust banks with their money. This means that they expect the three issues of security, availability,

and performance to be of little concern to them as they are with their banks [3].

If we want to quick summarize, the most important security concerns associated with cloud computing

are as follows:

e Access control

e Security of Data and Applications in the Cloud

e Security of Data in Transition: Cloud Security Best Practices
e Data Encryption

o  Web Access Point Security

e Compliance

Aim/Objectives

The scope of this week is for the student is to underline the main concept and the elements of cloud

computing concept and its associated security risks. Cloud computing as concept and technology is very
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board and dynamic. It is not, however, our scope to describe in detail cloud computing technologies but
to provide an overview of these emerging technologies and the associated security risks. The student will
be able to gain a greater knowledge on these topics by studying the current publications that are provided

as supplementary study.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e Describe the main concept of cloud computing

e Define the cloud computing service models

e State the main security risks in cloud computing

e State the seven business models of software.

e Explain who are the main players in the cloud computing model

Key Words
Cloud Security Infrastructure as a Service | cloud computing service
~ availability reliability - End-to-end security
Infrastructure as a Service Platform as a Service Software as a Service (SaaS)
(1aa$) (PaaS)

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically on Chapter 22 pages 477-500.

Supplementary

1. Power point presentation slides available in the platform
2. European Union Agency for Network and Information Security (ENISA): Cloud Security
3. NIST: National Institute of Standards and Technology: Cloud Security Automation Framework
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Suggestions for further reading

[1] Mell P, Grance T. The NIST definition of cloud computing, NIST special publication 800-145,

http://nvipubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf

Self-Assessment Exercises

Exercise 10.1
How can you define the cloud-computing model?
Exercise 10.2

What are the main security concerns associated with cloud computing?

Activities

After you visit ENISA’s portal try to identify the agency’s related work in relation to the cloud computing
security. Discuss the actions taken by the agency and list the most important publications in relation to

cloud computing security.

Recommended time for the student to work

20 hours
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INTERNET OF THINGS (IOT) SECURITY

11" Week

Summary

This week we will discuss the emerging technology of Internet of Things (iOT). We will start first by taking
a sharp look at the architecture and networking of IoT. We will then investigate the various security
challenges and concerns of this technology and how major organizations such as ENISA address them by

providing a number of implementation recommendations.

Introductory Remarks

According to Wikipedia, the Internet of Things (loT) is the network of physical devices, vehicles, home
appliances, and other items embedded with electronics, software, sensors, actuators, and connectivity

which enables these things to connect, collect and exchange data.

lIoT involves extending Internet connectivity beyond standard devices, such as desktops, laptops,
smartphones and tablets, to any range of traditionally dumb or non-internet-enabled physical devices and
everyday objects. Embedded with technology, these devices can communicate and interact over the
Internet, and they can be remotely monitored and controlled. With the arrival of driverless vehicles, a

branch of 10T, i.e. the Internet of Vehicles starts to gain more attention.

The conceptual model and now what is forming in reality has the potential to impact our lives in many

unprecedented ways both good and bad, as most technologies are.

The authors in [1] have defined the Internet of Things as a smart environment that is made up of an
interconnection of sensing and actuating devices providing the ability to share information across
platforms through a unified framework, developing a common operating picture for enabling innovative
applications. This smart environment is achieved by seamless ubiquitous sensing, data analytics, and
information representation with cloud computing as the unifying framework. It is this ecosystem
described by P. Guillemin and P. Friess in their paper “Internet of things strategic research roadmap,” as
part of the Cluster of European Research Projects [2]. Jacob Morgan [3] also sees it an environmental

ecosystem that “allows for virtually endless opportunities and connections to take place, many of which
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we can’t even think of or fully understand the impact of today.” Because it is going to affect our lives in
every possible way, known and unknown in every sphere and dimension, it is in fact, as one scholar puts

it, the new Industrial Revolution, again.

It’s not hard to see how and why the 10T is such a hot topic today; it certainly opens the door to a lot of
opportunities but also to many challenges. Security is a big issue that is oftentimes brought up. With
billions of devices being connected together, what can people do to make sure that their information stays
secure? Will someone be able to hack into your toaster and thereby get access to your entire network?
The loT also opens up companies all over the world to more security threats. Then we have the issue of
privacy and data sharing. This is a hot-button topic even today, so one can only imagine how the
conversation and concerns will escalate when we are talking about many billions of devices being

connected.

Convergence Computing

Internet of
Things (loT)

Connectivity Content

Communication Collections

Figure 15 — Definition of Internet of Things (loT) [1].

Architecture and Networking of loT

We have seen in the beginning of this week that loT is defined as an interconnection of sensing, actuating,
and communication digital devices providing the ability to share information across platforms through a
unified framework, developing a common operating ecosystem (COE) for enabling innovative

applications. For the loT ecosystem to function and support intended applications and accommodate the
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heterogeneity of devices and applications in the ecosystem, the loT had to adopt the open standards of
TCP/IP suite. However, the open standards of TCP/IP suite were initially developed for the wired global
Internet several decades ago, as the networking solution. But, as we have outlined above in our discussion
of loT, there are fundamental differences between the traditional wired computer networks and the
heterogeneous combination of wired and wireless device ecosystem. To get a good understanding of the
loT architectures and networking, we need to first understand the underlying network topology supported
by the heterogeneous technologies, devices, and standards. The networking technology standard

currently being used in the loT falls into three categories (Figure 16):
1. point-to-point, for example, an end device to a gateway
(2) star, with a gateway connected to several end devices by one hop links

(3) a mesh, with one or more gateways connecting to several end devices one or more hop links away.

o~
Laptop Laptop
- .
! aptop
- ! Laptopf A ;:'-1 Workstation
Laptop Server] >
™ oL
Laptop J
‘ L ?o Laptop
Laptop = 4 Laptop i aptop
Laptop Laptop
Star Mesh Point-to-Point

Figure 16 — Current loT topologies

Based on these three topologies, we can cascade end devices and gateways to get a real model of the loT

communication network architecture as shown in Figure 17.

All loT known technologies like Wi-Fi, Bluetooth, WiMax, ZigBee, Z-Wave, RFID, near-field communication

(NFC), and others support this communication architecture.
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Figure 17 —loT communication network architecture
loT Governance and Privacy

As we have pointed out throughout this chapter, an inherent characteristic of the 10T is its heterogeneity
resulting from a plethora of things with different data communication capabilities like protocols and
hardware, data rates, reliability, and others; computational, storage, and energy capabilities; diversity in
the types and formats of data like audio, video, text, numeric, and streams; and loT standards including
device standards, standards to represent data, IEEE projects on loT standards, ITU and ISO loT standards,
and others [12]. This diversity in devices, service, and protocols presents challenges unseen and

unprecedented in the modern communication.

Let us see now, the isues related with the loT governance. Globally, governance is mostly understood to
refer to the rules, processes, and behavior that affect the way in which powers are exercised, particularly
as regards openness, participation, accountability, effectiveness, and coherence [4]. These five principles
of good governance have been already applied to the Internet for specific aspects, and there are already
organizations like IETF, ICANN, RIRs, ISOC, IEEE, IGF, and W3C, which are each responsible and dealing

with every specific area [4]. But currently this is not the case with the loT. What this is pointing to is that
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the governance of the current loT possesses an array of problems for all those connected to the Internet,
the most serious of which are security threats and attacks originating from and targeting both Internet-

connected endpoints and data privacy risks posed by those same devices.
loT Security Challenges

Security is critical to loT applications due to their close interaction with the physical world. In Internet
communication, based on TCP/IP, IP has the task of delivering packets from the source host to the
destination host solely based on the IP addresses in the packet headers. For this purpose, IP defines packet
structures that encapsulate the data to be delivered. It also defines addressing methods that are used to
label the datagram with source and destination information. As a most widely used secure protocol in IP,
TLS and its datagram variant DTLS are the main security protocols offering end-to-end secure
communications between a server and client. TLS, with its two main constituent protocols, the handshake
protocol, responsible for key exchange and authentication, and the record protocol, responsible for a
secure channel for handling the delivery of data, makes the security of all IP-based communications a
channel-based security. The secured-channel solutions, however, do not fit into the loT environments for

several reasons.

Based on the ENISA IoT high-level reference model and the interactions of its elements, we classify the

security aspects of the loT and Cloud convergence in the following three main categories:

e Connectivity: interactions and communications among endpoints, gateways and Cloud;

e Analysis: processing, filtering and aggregation of the data coming from the loT devices in different
levels of the loT ecosystem;

o Integration: features that enable real-time bidirectional flow of data (e.g. Cloud APIs and remote

command and control (C&C) of loT devices through Cloud).

Aim/Objectives

The scope of this week is for the student to underline the main concept and the elements of Internet of
Things (loT) concept and its associated security risks. 0T technology is very board and dynamic. It is not,
however, our scope to describe in detail the loT technology but rather to provide an overview of these
emerging technologies and the associated security risks. The student will be able to gain a greater

knowledge on these topics by studying the current publications that are provided as supplementary study.
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Learning Outcomes

Upon successful completion of this course, students should be able to:

e Define the main concept of loT.

e Describe the loT architecture.

e State the main security risks in loT networking.

e Define the main security challenges in loT computing.

e Define the architecture and protocol stack of loTs

e Study ENISA’s baseline recommendations for loT security.

Key Words
Connectivity Edge devices loT security
loT architecture End-to-end security

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically on Chapter 24 pages 517-531.
Supplementary
1. Power point presentation slides available in the platform

2. European Union Agency for Network and Information Security (ENISA):Baseline Security

Recommendations for loT

3. European Union Agency for Network and Information Security (ENISA):Towards secure

convergence of Cloud and loT

Suggestions for further reading

[1] Gubbia J, et. al., Internet of Things (IoT): a vision, architectural elements, and future directions.

Elsevier. http://www.sciencedirect.com/science/article/pii/S0167739X13000241
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[2] Guillemin P, Friess P., Internet of things strategic research roadmap. The Cluster of European

Research Projects, Tech. Rep., September 2009.

http://www.internet-of-things-research.eu/pdf/loT Cluster Strategic Research Agenda 2009.pdf

[3] Morgan J. A simple explanation of ‘the internet of things’

http://www.forbes.com/sites/ jacobmorgan/2014/05/13/simple-explanation-internet-things-that-

anyone-can-understand/#5939c9768284

[4] IERC. Internet of things loT governance, privacy and security issues. European research cluster on the

internet of things January 2015.

Self-Assessment Exercises

Exercise 11.1

Globally, governance is mostly understood to refer to the rules, processes, and behavior that affect the
way in which powers are exercised, particularly as regards openness, participation, accountability,
effectiveness, and coherence. These five principles of good governance have been already applied to the
Internet for specific aspects, and there are already organizations like IETF, ICANN, RIRs, ISOC, IEEE, IGF,
and W3C, which are each responsible and dealing with every specific area. Explain why this is not the case

with the loT?
Exercise 11.2

How ENISA classifies the main security aspects of the loT and Cloud convergence?

Recommended time for the student to work

15 hours
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INTRUSION DETECTION AND PREVENTION

12t Week

Summary

This week we will discuss network and host-based intrusion detection and prevention mechanisms. The
concept of intrusion detection, and its processes will be presented following with a description of the
Intrusion Detection Systems (IDS). The two types of IDSs will be described namely the Network-based
Intrusion Detection Systems (NIDSs) and Host-based Intrusion Detection Systems (NIDSs) so that the

student will be able to identify the main references between them.

Introductory Remarks

The psychology and politics of ownership have historically dictated that individuals and groups tend to
protect valuable resources. This grew out of the fact that once a resource has been judged to have value,
no matter how much protection given to it, there is always a potential that the security provided for the
resource will at some point fail. This notion has driven the concept of system security and defined the
disciplines of computer and computer network security. Computer network security is made up of three
principles: i) prevention, ii) detection, and iii) response. Although these three are fundamental ingredients
of security, most resources have been devoted to detection and prevention because if we are able to

detect all security threats and prevent them, then there is no need for response.

Intrusion detection is a technique of detecting unauthorized access to a computer system or a computer
network. An intrusion into a system is an attempt by an outsider to the system to illegally gain access to
the system. Intrusion prevention, on the other hand, is the art of preventing an unauthorized access of
a system’s resources. The two processes are related in a sense that while intrusion detection passively
detects system intrusions, intrusion prevention actively filters network traffic to prevent intrusion

attempts. For the rest of the week, let us focus on these two processes.

The notion of intrusion detection in computer networks comes from a 1980 James Anderson’s paper,
“Computer Security Threat Monitoring and Surveillance.” In that paper [1], Anderson noted that computer

audit trails contained vital information that could be valuable in tracking misuse and understanding user
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behavior. The paper, therefore, introduced the concept of “detecting” misuse and specific user events

and has prompted the development of intrusion detection systems.

An intrusion is a deliberate unauthorized attempt, successful or not, to break into, access, manipulate, or
misuse some valuable property and where the misuse may result into or render the property unreliable

or unusable. The person who intrudes is an intruder.

_Internet

_—

-

IDS inside the firewall

........ - IDS Outside the firewall
Laptop e ‘ | Firewall
Server
Laptop

HOST-based IDS

Figure 18 — The architecture of a network-based intrusion detection system.
Aurobindo Sundaram [2] divides intrusions into six types as follows:

e Attempted break-ins, which are detected by atypical behavior profiles or violations of security
constraints. An intrusion detection system for this type is called anomaly-based IDS. Masquerade
attacks, which are detected by atypical behavior profiles or violations of security constraints.
These intrusions are also detected using anomaly-based IDS.

e Penetrations of the security control system, which are detected by monitoring for specific
patterns of activity.

e Leakage, which is detected by atypical use of system resources.

¢ Denial of service, which is detected by atypical use of system resources.
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e Malicious use, which is detected by atypical behavior profiles, violations of security constraints,

or use of special privileges.

The intrusion process into a system includes a number of stages that start with the identification of the
target, followed by reconnaissance that produces as much information about the target as possible. After
enough information is collected about the target and weak points are mapped, the next job is to gain
access into the system and finally the actual use of the resources of the system. The intrusion process

consists of the following stages:

e Reconnaissance
¢ Physical Intrusion

¢ Denial of Service

In order to detect intrusion a number of tools are used, with the most common that is called an “Intrusion
Detection System (IDS)”. The IDS is a system used to detect unauthorized intrusions into computer
systems and networks. As technology has developed, a whole new industry based on intrusion detection
has sprung up. Security firms are cropping up everywhere to offer individual and property security—to be
a watchful eye so that the property owner can sleep or take a vacation in peace. These new systems have
been made to configure changes, compare user actions against known attack scenarios, and be able to
predict changes in activities that indicate and can lead to suspicious activities. There are six subdivisions
of system intrusions. These six can now be put into three models of intrusion detection mechanisms: i)

anomaly-based detection, ii), sighature-based detection, and iii) hybrid detection.

Intrusion detection systems are also classified based on their monitoring scope. There are those that
monitor only a small area and those that can monitor a wide area. Those that monitor a wide area are
known as network-based intrusion detection, and those that have a limited scope are known as host-

based detections.

The response to System Intrusion is relative to the type of attack. Some attacks do not require responses;
others require a precautionary response. Yet others need a rapid and forceful response. For the most part,
a good response must consist of preplanned defensive measures that include an incident response team

and ways to collect IDS logs for future use and for evidence when needed.

Although IDS have been one of the cornerstones of network security, they have covered only one
component of the total network security picture. They have been, and they are a passive component

which only detects and reports without preventing. A promising new model of intrusion is developing and
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picking up momentum. It is the intrusion prevention system (IPS), which according to Andrew Yee [10] is
to prevent attacks. Like their counterparts, the IDS, IPS fall into two categories: network based, and host

based.

The Network-Based Intrusion Prevention Systems (NIPSs) are passively detecting intrusions into the
network without preventing them from entering the networks, many organizations in recent times have

been bundling up IDS and firewalls to create a model that can detect and then prevent.

Host-Based Intrusion Prevention Systems (HIPSs) work by sandboxing, a process of restricting the
definition of acceptable behavior rules used on HIPSs. HIPS prevention occurs at the agent residing at the

host.

NetworkSensor/
Monitoring

NetworkSensor/
Monitoring

Analyzer/Alert
Notifier/Command Internet
Console
#“ ---- — IDS inside the firewall LoadBalancer/Network Tap
" Firewall
PR
CCNASAS
Laptop
Response Subsystem i
Database HOST-based IDS

Figure 19 — The various places of placing the IDS sensors.
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Aim/Objectives

The scope of this week is for the student to express the network and host-based intrusion detection and
prevention mechanisms. The concept of intrusion detection, and its processes will be presented following
with a description of the Intrusion Detection Systems (IDS). The two types of IDSs will be described namely
the Network-based Intrusion Detection Systems (NIDSs) and Host-based Intrusion Detection Systems
(NIDSs) so that the student will be able to identify the main references between them. After the study of
the IDS we will discuss how we can address intrusion in our network with the use of Intrusion Prevention
Systems (IPSs). The two main IPSs will be discussed focusing mainly into the Network-based Intrusion
Prevention Systems (NIPSs). Along with the above theoretical foundation a n number of experiments as
self-study will provide the student with more tangible results by using free tools. The student will be able
to monitor his network and understand how to find and detect hackers and malware and stops protocol

leaks.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e State the concept of Intrusion detection in computer networks
e State the intrusion process into a system

e Classify the various types of Intrusion Detection Systems (IDS)

e State the concept of Intrusion Prevention Systems (IPS)

e C(Classify the various types of Intrusion Prevention Systems

e Practice with Intrusion Detection and Intrusion Prevention tools

Key Words
Intrusion Detection Systems  Intrusion Prevention (IPS) = Network-Based Intrusion
(IDS) Detection Systems (NIDSs)
Network-Based Intrusion Host-Based Intrusion Host-Based Intrusion
Prevention Systems (NIPSs) Prevention Systems (HIPSs) | Detection Systems (HIDS)

Parasitic Grids - Best Practices WiMAX

Annotated Bibliography
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Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 13 pages 275-300. This chapter
provides an overview on the concept of intrusion detection and the classification of the various types of
Intrusion Detection Systems (IDS). The challenges related to the implementation of IDS are explained with
the main one related to the perception that IDS is not the cure of all computer network ills. The emphasis
is also given to Intrusion Prevention Systems (IPS) that protect our network and prevent from attacks and
malicious insiders. Another one objective this week is the course exercises that the student will conduct
with a number of related free tools in order to get at first sight a better understanding of IDS and IPS, their

use and limitations.
Supplementary
1. Power point presentation slides available in the platform

2. Wireshark - Brief description

Wireshark is a free and open source packet analyzer. It is used for network troubleshooting, analysis,
software and communications protocol development, and education. Wireshark is cross-platform, using
the Qt widget toolkit in current releases to implement its user interface, and using pcap to capture
packets; it runs on Linux, OS X, BSD, Solaris, some other Unix-like operating systems, and Microsoft
Windows. There is also a terminal-based (non-GUI) version called TShark. Wireshark, and the other
programs distributed with it such as TShark, are free software, released under the terms of the GNU

General Public License.
Website: https://www.wireshark.org/

Price: Free (possibly needing to add additional network cards at around €50 each or the AirPcap USB dogle

for wireless networks, if required, at around $700 each).

3. Snort - Brief description

Snort's open source network-based intrusion detection system (NIDS) has the ability to perform real-time
traffic analysis and packet logging on Internet Protocol (IP) networks. Snort performs protocol analysis,

content searching and matching. These basic services have many purposes including application-aware
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triggered quality of service, to de-prioritize bulk traffic when latency-sensitive applications are in use. The
program can also be used to detect probes or attacks, including, but not limited to, operating system
fingerprinting attempts, common gateway interface, buffer overflows, server message block probes, and

stealth port scans. Snort can also perform IPS functions.

Website: https://www.snort.org/

Price: Free
Dependencies: None — it can be installed on single machines.

Malware Defender - Brief description

Malware Defender is a HIPS (Host Intrusion Prevention System) with firewall. It is effective to protect
your computer system from all forms of malware (viruses, worms, trojans, adware, spyware, keyloggers,
rootkits). Malware Defender is also an advanced rootkit detector. It provides many useful tools that can
be used to detect and remove already installed malware. Added support for adding child application
rules, driver rules, hook module rules, file rules and registry rules to member of application group,
added an option to allow running user specified applications if no explicit 'deny' rule is found, added a

new choice of rule object to the Alert dialog and other improvements.

Website: https://www.snort.org/

Price: Free Trial
Dependencies: None — it can be installed on single machines.

Suricata - Brief description

Suricata is a free and open source, mature, fast and robust network threat detection engine. The Suricata
engine is capable of real time intrusion detection (IDS), inline intrusion prevention (IPS), network security
monitoring (NSM) and offline pcap processing. Suricata inspects the network traffic using a powerful and
extensive rules and signature language and has powerful Lua scripting support for detection of complex
threats. With standard input and output formats like YAML and JSON integrations with tools like existing
SIEMs, Splunk, Logstash/Elasticsearch, Kibana, and another database become effortless. Suricata’s fast
paced community driven development focuses on security, usability and efficiency. The Suricata project
and code is owned and supported by the Open Information Security Foundation (OISF), a non-profit
foundation committed to ensuring Suricata’s development and sustained success as an open source

project.
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Website: https://suricata-ids.org/

Price: Free
Dependencies: None — it can be installed on single machines.

Open Source Host-based Intrusion Detection System (HIDS) - Brief description

OSSEC is a scalable, multi-platform, open source Host-based Intrusion Detection System (HIDS). It has a
powerful correlation and analysis engine, integrating log analysis, file integrity checking, Windows registry
monitoring, centralized policy enforcement, rootkit detection, real-time alerting and active response. It

runs on most operating systems, including Linux, OpenBSD, FreeBSD, MacOS, Solaris and Windows.

Website: http://www.ossec.net/index.html

Price: Free
Dependencies: None — it can be installed on single machines.
Suggestions for further reading

[1] J. P. Anderson, “Computer Security Threat Monitoring and Surveillance,” James P. Anderson Co., Fort

Washington, 1980.
[2] Sundaram A., An introduction to intrusion detection, ACM Digital Library. http://dl.acm.org/

citation.cfm?id%332161

Self-Assessment Exercises

Exercise 9.1
What is Intrusion detection? How it is related to intrusion prevention?
Exercise 9.2

Can you define the three stages of an intrusion process?

Group Assignment: Packet Inspection with Wireshark (20 points)

Wireshark is a free and open source packet analyzer. In your home computer use Wireshark to capture
packets that are destined to and sourced from your computer. We suggest you to capture the packets

over the time of few seconds.
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A quick tutorial on how to install and capture packets is provided in this link .

After you run Wireshark and capture a number of packets examine the following:

1. Identify your internal IP address by running either ipconfig (Windows) or ifconfig (Linux).

2. Check all the TCP and UDP packets and identify the source and the destination address.

3. Identify the port number for each packet for both TCP and UDP.

4, Check to see known vulnerabilities associated with the specific port numbers by using anonline

Database (https://www.speedguide.net/ports.php ).

5. Identify either the source or destination of eachTCP and UDP packet by using an online IP.

Lookup Tool.

Take some screenshots to prove your findings, report the results and provide justification of your

findings.

Recommended time for the student to work

40 hours
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PROTECTING MEASURES - FIREWALLS

13t Week

Summary

This week we will see how the network can be protected with the use of a special security component
(firewalls). We will also what threats each firewall can mitigate and most important what threats they do

not protect us from.

Introductory Remarks

The rapid growth of the Internet has led to a corresponding growth of both users and activities in
cyberspace. Unfortunately, not all these users and their activities are reputable; thus, the Internet has
been increasingly, at least to many individuals and businesses, turning into a “bad Internet.” Bad people
are plowing the Internet with evil activities that include, among other things, intrusion into companyand
individual systems looking for company data and individual information that erodes privacy and security.
There has, therefore, been a need to protect company systems, and now individual Personal Computers
(PCs), keeping them out of access from those “bad users” out on the “bad Internet.” As companies build
private networks and decide to connect them onto the Internet, network security becomes one of the
most important concerns network system administrators face. In fact, these network administrators are
facing threats from two fronts: the external Internet and the internal users within the company network.
Therefore, network system administrators must be able to find ways to restrict access to the company
network or sections of the network from both the “bad Internet” outside and from unscrupulous inside

users.

Such security mechanisms are based on a firewall. A firewall is a hardware, a software, or a combination
of both that monitors and filters traffic packets that attempt to either enter or leave the protected
private network. It is a tool that separates a protected network or part of a network, and now increasingly
a user PC, from an unprotected network—the “bad network” like the Internet. In many cases the “bad
network” may even be part of the company network. By definition, a “firewall,” is a tool that provides a

filter of both incoming and outgoing packets.

Most firewalls perform two basic security functions:
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e Packet filtering based on accept or deny policy that is itself based on rules of the security policy.
e Application proxy gateways that provide services to the inside users and at the same time protect

each individual host from the “bad” outside users.

By denying a packet, the firewall actually drops the packet. In modern firewalls, the firewall logs are stored
into log files, and the most urgent or dangerous ones are reported to the system administrator. This

reporting is slowly becoming real time.

In its simplest form, a firewall can be implemented by any device or tool that connects a network or an
individual PC to the Internet. For example, an Ethernet bridge or a modem that connects to the “bad
network” can be set as a firewall. Most firewall products actually offer much more as they actively filter
packets from and into the organization network according to certain established criteria based on the
company security policy. Most organization firewalls are bastion host, although there are variations in the
way this is set up. A bastion host is one computer on the organization network with bare essential services,
designated and strongly fortified to withstand attacks. This computer is then placed in a location where it
acts as a gateway or a choke point for all communication into or out of the organization network to the
“bad network.” This means that every computer behind the bastion host must access the “bad network”

or networks through this bastion host.

For most organizations, a firewall is a network perimeter security, a first line of defense of the
organization’s network that is expected to police both network traffic inflow and outflow. This perimeter
security defense varies with the perimeter of the network. For example, if the organization has an
extranet, an extended network consisting of two or more LAN clusters, or the organization has a virtual

private network (VPN), then the perimeter of the organization’s network is difficult to define.

As we pointed out earlier, the accept/deny policy used in firewalls is based on an organization’s security
policy. The security policies most commonly used by organizations vary ranging from completely
disallowing some traffic to allowing some of the traffic or all the traffic. These policies are consolidated

into two commonly used firewall security policies [1]:

e Deny-everything-not-specifically-allowed which sets the firewall in such a way that it denies all
traffic and services except a few that are added as the organization needs develop.
o Allow-everything-not-specifically-denied which lets in all the traffic and services except those on

the “forbidden” list which is developed as the organization’s dislikes grow.

Based on these policies, the following design goals are derived:
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e All traffic into and out of the protected network must pass through the firewall.

e Only authorized traffic, as defined by the organizational security policy, in and out of the
protected network, will be allowed to pass.

e The firewall must be immune to penetration by use of a trusted system with secure operating

system.

Internet
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VPN Tunnel and firewall

Firewall
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Workstation

Figure 20 — Firewalls in a changing parameter security.

There are basically two types of firewalls. The first type is the packet inspection or filtering router. This
type of firewall uses a set of rules to determine whether to forward or block individual packets. A packet

inspection router could be a simple machine with multiple network interfaces or a sophisticated one with
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multiple functionalities. The second type is the application inspection or proxy server. The proxy server

is based on specific application daemons to provide authentication and to forward packets.

Aim/Objectives

The scope of this week is twofold. i) to introduce the student the theoretical foundation for understanding
how the network can be protected with the use of a special security component (firewalls), and ii) to
practice with virtual, network and host-based firewalls. The student will be able after the study of this
week to classify what threats each firewall can mitigate and most important what threats they do not
protect us from. The students will have a solid understanding of the best available firewalls across the

platforms including the usual Windows and Linux machines.

Learning Outcomes

Upon successful completion of this course, students should be able to:

e State what is the firewall and its importance in network security.
e State the main policies for a firewall set up

e State the main types of firewalls

e Practice with available firewalls to better understand its set up

e Make use of network protecting measures

Key Words
Firewall accept/deny policy Inflow and outflow traffic
7 The Demilitarized Zone (DM2Z2) 7 Packet inspection 7 authorized traffic

Annotated Bibliography

Basic

Guide to Computer Network Security, 4th Edition, Joseph Migga Kizza, 2017, DOI 10.1007/978-3-319-

55606-2, Available to all EUC students via the https://www.openathens.net/ service that is available to

all EUC students. Related link: https://www.springer.com/gp/book/9783319556055

This week is based on the above eBook and more specifically in Chapter 12 pages 251-274. This chapter

provides a detailed guidance on the various types of firewalls and explains in which way firewalls can
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protect the network from attacks. It also describes the concept of the Demilitarized Zone (DMZ) and how
DMA is providing some insulation and extra security to servers that provide the organization services for
protocols such as HTTP/ SHTTP, FTP, DNS, and SMTP to the general public. In addition to this a number of

free resources available online are offered to the students for further study and practical exercises.
Supplementary
Power point presentation slides available in the platform.

Video: What is a Firewall? : Cisco ASA Firewall Tutorial

Video: Configuring Windows Firewall

Suggestions for further reading

1. Windows Firewall Control is a powerful tool which extends the functionality of Windows
Firewall and provides new extra features which makes Windows Firewall better. It runs in the system
tray and allows the user to control the native firewall easily without having to waste time by navigating
to the specific part of the firewall. This is the best tool to manage the native firewall from Windows 10,

8.1, 8, 7, Server 2016, Server 2012. Read more on this site.
2. An Iptables tutorial can be find in this site

3. If you want to set up your own Personal firewall for your laptop using iptables & ipv6tables, then

use the sources in GitHub

Self-Assessment Exercises

Exercise 13.1
What is a firewall and its main functions?
Exercise 13.2

What are the common security policies posed by a firewall?

Recommended time for the student to work

15 hours
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STUDY WEEK AND FINAL EXAMS

The final examination will consist of true/false, multiple-choice questions and a small number of questions

Recommended time for the student to work

40 hours

Date/Time of Final Exam: TBD
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ANSWERS TO REVIEW QUESTIONS

INTRODUCTION TO COMPUTER NETWORKING - 1°*t Week

Exercise 1.1

Application Layer: HTTP, FTP, SMTP, SNMP

Transport Layer: TCP, UDP

Network layer: IP, ICMP

Datalink layer: Ethernet, ARP, 802.11

Exercise 1.2

In wireless networking We can identify the following elements:

e Wireless hosts. As in the case of wired networks, hosts are the end-system devices that run
applications. A wireless host might be a laptop, palmtop, smartphone, or desktop computer.The
hosts themselves may or may not be mobile.

e Wireless links. A host connects to a base station (defined below) or to another wireless host
through a wireless communication link. Different wireless link technologies have different
transmission rates and can transmit over different distances.

e Base station. The base station is a key part of the wireless network infrastructure. Unlike the
wireless host and wireless link, a base station has no obvious counterpart in a wired network.
Abase station is responsible for sending and receiving data (e.g., packets) to and from a wireless

host that is associated with that base station.

COMPUTER NETWORK SECURITY FUNDAMENTALS - 2" Week

Exercise 2.1

This state of security can be guaranteed if the following four protection mechanisms are in place:

deterrence, prevention, detection, and response [1, 2].

e Deterrenceis usually the first line of defense against intruders who may try to gain access. It works
by creating an atmosphere intended to frighten intruders. Sometimes this may involve warnings

of severe consequences if security is breached.
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e Prevention is the process of trying to stop intruders from gaining access to the resources of the
system. Barriers include firewalls, demilitarized zones (DMZs), and the use of access items like
keys, access cards, biometrics, and others to allow only authorized users to use and access a
facility.

e Detection occurs when the intruder has succeeded or is in the process of gaining access to the
system. Signals from the detection process include alerts to the existence of an intruder.
Sometimes, these alerts can be real time or stored for further analysis by the security personnel.

¢ Response is an aftereffect mechanism that tries to respond to the failure of the first three

mechanisms. It works by trying to stop and/or prevent future damage or access to afacility.
Exercise 2.2
Information security, often referred to as InfoSec, refers to the processes and tools designed and deployed

to protect sensitive business information from modification, disruption, destruction, and inspection.

SECURITY IN WIRELESS NETWORKS AND DEVICES - 3" Week

Exercise 3.1
The evolving security architecture consists of the following five components:

e Security associations: A context to maintain the security state relevant to a connection between
a base station (BS) and a subscriber station (SS).

o Certificate profile—X.509 to identify communication parties to each other.

e PKM authorization—authorization protocol to distribute an authorization token to an authorized
SS.

e Privacy and key management—a protocol to rekey the security association (SA).

e Encryption—payload field encryption using Data Encryption Standard (DES) algorithm in the
Cipher Block Chaining (CBC) mode of operation in 802.16d, DES-CBC, and Advanced Encryption
Standard-Counter with Cipher Block Chaining-Message Authentication Code (AES-CCM) in
802.16e.

Exercise 3.2

This is judgement question and the student is free to justify his answer.
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CYBER CRIMES AND HACKERS - 4" Week

Exercise 4.1

A cybercrime is a crime like any other crime, except that in this case, the illegal act must involve a
connected computing system as either an object of a crime, an instrument used to commit a crime, or a

repository of evidence related to a crime.

COMPUTER NETWORK SECURITY PROTOCOLS - 5'" Week

Exercise 5.1

Application-level security: (for TCP/IP) and application and presentation (for ISO)—RADIUS, TACACS, PGP,
S/MIME, S-HTTP, HTTPS, SET, SSH, and Kerberos

o Transport-level security: (for TCP/IP) and session and transport (for ISO)—SSL and TLS
o Network-level security: for both TCP/IP and ISO—PPTP, L2TP, IPsec, and VPNs
o Physical link-level security: (for TCP/IP) and data link and physical (for ISO)— packet filters, NAT,

CHAP, and PAP.
Exercise 5.2

This is judgement question and the student is free to justify his answer.

AUTHENTICATION - 6" Week

Exercise 6.1

Generally, authentication requires the presentation of credentials or items of value to really prove the
claim of who you are. The items of value or credential are based on several unique factors that show

something you know, something you have, or something you are:

e Something you know: This may be something you mentally possess. This could be a password, a
secret word known by the user and the authenticator. Although this is inexpensive
administratively, it is prone to people’s memory lapses and other weaknesses including secure

storage of the password files by the system administrators. The user may use the same password
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on all system logons or may change it periodically, which is recommended. Examples using this

factor include passwords, passphrases, and personal identification numbers (PINs).

¢ Something you have: This may be any form of issued or acquired self-dentification such as:
o SecurlD
o CryptoCard
o ActivCard
o SafeWord

o Many other forms of cards and tags

This form is slightly safer than something you know because it is hard to abuse individual physical
identifications. For example, it is harder to lose a smart card than to remember the card number.

Something you are: This is a naturally acquired physical characteristic such as voice, fingerprint, iris
pattern, and other biometrics.

Exercise 6.2
In general, authentication takes one of the following three forms:

¢ Basic authentication involving a server. The server maintains a user file of either passwords and
usernames or some other useful piece of authenticating information. This information is always
examined before authorization is granted. This is the most common way computer network
systems authenticate users. It has several weaknesses though, including forgetting and misplacing
authenticating information such as passwords.

¢ Challenge-response, in which the server or any other authenticating system generates a challenge
to the host requesting for authentication and expects a response.

¢ Centralized authentication, in which a central server authenticates users on the network and in
addition also authorizes and audits them. These three processes are done based on server action.
If the authentication process is successful, the client seeking authentication is then authorized to
use the requested system resources. However, if the authentication process fails, the
authorization is denied. The process of auditing is done by the server to record all information

from these activities and store it for future use.

MALICIOUS SOFTWARE - 7" Week

Exercise 7.1
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This is judgement question and the student is free to justify his answer.
Exercise 7.2

This is judgement question and the student is free to justify his answer.

COMPUTER NETWORK VULNERABILITIES -8 Week

Exercise 8.1
Most vulnerability assessment services will provide system administrators with:

¢ Network mapping and system fingerprinting of all known vulnerabilities
¢ A complete vulnerability analysis and ranking of all exploitable weaknesses based on potential
impact and likelihood of occurrence for all services on each host

e  Prioritized list of misconfigurations

SCRIPTING AND SECURITY — 9*" Week

Exercise 9.1

A program script is a logical sequence of line commands which causes the computer to accomplish some

task. Many times, we refer to such code as macros or batch files because they can be executed without

user interaction. A script language is a programming language through which you can write scripts. Scripts

can be written in any programming language or a special language as long as they are surrogated

by

another program to interpret and execute them on the fly by a program unlike compiled programs that

are run by the computer operating system.
Exercise 9.2

This is judgement question and the student is free to justify his answer.
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CLOUD COMPUTING TECHNOLOGY AND SECURITY -10'" Week

Exercise 10.1
The cloud computing service models can be defined as follows:

Infrastructure as a Service (laaS): The process of providing the customer with the ability and capability to
manage and control, via a Web-based virtual server instance API, system resources such as starting,
stopping, accessing, and configuring the virtual servers, operating systems, applications, storage,

processing, and other fundamental computing resources is referred to as Infrastructure as a Service (laaS).

Platform as a Service (PaaS): This is a set of software and product development tools hosted on the

provider’s infrastructure and accessible to the customer via a Web-based virtual server instance API.

Software as a Service (SaaS): Under this model, there is a different way of purchasing. Under Saas, there
is the elimination of the upfront license fee. All software applications are retained by the provider, and
the customer has access to all applications of choice from the provider via various client devices through

either a thin client interface, such as a Web browser, a Web portal, or a virtual server instance API.
Exercise 10.2
The security concerns associated with cloud computing can be summarized as follows:

e Access control

e Security of Data and Applications in the Cloud

e Security of Data in Transition: Cloud Security Best Practices
e Data Encryption

o  Web Access Point Security

e Compliance

INTERNET OF THINGS (I0T) SECURITY — 11" Week

Exercise 11.2
This is judgement question and the student is free to justify his answer.

Exercise 11.2
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Based on the ENISA loT high-level reference model and the interactions of its elements, we classify the

security aspects of the loT and Cloud convergence in the following three main categories:

e Connectivity: interactions and communications among endpoints, gateways and Cloud;

e Analysis: processing, filtering and aggregation of the data coming from the loT devices in different
levels of the loT ecosystem;

e Integration: features that enable real-time bidirectional flow of data (e.g. Cloud APIs and remote

command and control (C&C) of 1oT devices through Cloud).

INTRUSION DETECTION AND PREVENTION - 12" Week

Exercise 12.1

Intrusion detection is a technique of detecting unauthorized access to a computer system or a computer
network. An intrusion into a system is an attempt by an outsider to the system to illegally gain access to
the system. Intrusion prevention, on the other hand, is the art of preventing an unauthorized access of
a system’s resources. The two processes are related in a sense that while intrusion detection passively
detects system intrusions, intrusion prevention actively filters network traffic to prevent intrusion

attempts. For the rest of the week, let us focus on these two processes.
Exercise 12.2
The intrusion process consists of the following stages:

¢ Reconnaissance
¢ Physical Intrusion

¢ Denial of Service

PROTECTING MEASURES — FIREWALLS — 13*" Week

Exercise 13.1
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A firewall is a hardware, a software, or a combination of both that monitors and filters traffic packets
that attempt to either enter or leave the protected private network. It is a tool that separates a protected
network or part of a network, and now increasingly a user PC, from an unprotected network—the “bad
network” like the Internet. In many cases the “bad network” may even be part of the company network.

By definition, a “firewall,” is a tool that provides a filter of both incoming and outgoing packets.
Exercise 13.2

The security policies most commonly used by organizations vary ranging from completely disallowing
some traffic to allowing some of the traffic or all the traffic. These policies are consolidated into two

commonly used firewall security policies:

e Deny-everything-not-specifically-allowed which sets the firewall in such a way that it denies all
traffic and services except a few that are added as the organization needs develop.
o Allow-everything-not-specifically-denied which lets in all the traffic and services except those on

the “forbidden” list which is developed as the organization’s dislikes grow.
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INTRODUCTORY NOTES

The present Study Guide for Cryptography is a result of collective effort and cooperation of the
members of Adjunct Faculty (AF) for this course. Every year this study guide is reviewed and
updated based on the changes of the educational material posted on the platform.

The Cryptography course is a first semester compulsory course. The course scope is to
introduce fundamental concepts of cryptography and its uses in cyber and information security.
Beyond the basic uses for keeping information secret and the different methods available,
additional forms such as hashes, digital signatures, non-repudiation and steganography are
introduced.

Upon successful completion of this course, students should be able to:

1. Describe the underlying principles of cryptography, clear text, plain text, algorithms and
keys.

2. Explain the different kinds of encryption methods (symmetric, asymmetric) and the
differences between them.

3. Classify and describe a number of different encryption algorithms and the way that they
work.

4. Describe the mathematical principles behind encryption and the mathematical properties
of ciphertext.
Describe and evaluate different methods used to crack encryption.
Explain the different uses of encryption methods and the security objectives that they

meet.

This Study Guide is a necessary and useful tool for the students, especially in the cases that the
educational material is not written with open and distance learning methodology. It encourages

and facilitates the study and understanding of the issues addressed by the Course.

In addition, through the self-assessment exercises, it stimulates and encourages work at home,

providing incentives for further study and contributes to the development of critical thinking.

The Study Guide is structured in a weekly basis and includes summary and brief introductory
remarks, purpose and expected outcomes, keywords - basic concepts, annotated references,
recommended student study time, self-assessment exercises, critical thinking and case studies,
with indicative answers/solutions, aiming at a more meaningful understanding of the content,

terms and concepts that each unit deals with.



The recommended weekly working time, apart from studying, includes the follow-up of (tele)
meetings and Group Consultation Meeting (GCM), the search for bibliography/references,
completion of any coursework, weekly exercises, etc. Although it is sufficiently clear, it should be
noted that the study guide does not substitute the educational material posted on the platform
that the student needs to read carefully and understand in order to be able to meet the

requirements of the program and successfully complete the course.



1st GROUP CONSULTATION MEETING

Programme Presentation

Leading companies today are rethinking the role of information security in their organizations.
They realize that in a digital world, cybersecurity is the key to safeguarding their most precious
assets—intellectual property, customer information, financial data, and employee records, among
others. But far more than a defensive measure, companies also know that cybersecurity can
better position their organization with business partners, customers, investors, and other

stakeholders.

The European cybersecurity market is about 25% (i.e. about €17bln) of the world market
(estimated at €70bln in 2015), with an average yearly growth slightly larger than 6%, when the
world market is growing at about 10%/year. Recent study compiled by Europe’s cybersecurity
industry leaders pointed out that Europe is in danger of falling behind in the international digital
economy field.

The Master in Cybersecurity is a cutting-edge program, designed for those wishing to develop a
career as a cyber-security professional, or to take a leading technical or managerial role in an
organization critically dependent upon data and information communication technology. Students
will develop an advanced knowledge of information security and an awareness of the context in
which information security operates in terms of safety, environmental, social and economic
aspects. They will gain a wide range of intellectual, practical and transferable skills, enabling them

to develop a flexible professional career in IT.

Key elements of this postgraduate degree are: the real life experience given by the opportunity to
apply their theoretical knowledge through specialized virtual and remote security laboratories in
which they will be able to carry out activities such as reconnaissance, network scanning and
exploitation exercises, and investigate the usage and behavior of security systems such as
Intrusion Detection and Prevention Systems thus becoming confident in the practical application
of the latest tools; the high-level insight that will enhance student’s ability to research and design
creative cyber security solutions to address business problems; hands-on skills through
experimentation with security techniques, cryptographic algorithms, cyber forensics building an
ethical hacking environment; and flexibility since students will also be able to choose either the
completion of a Master thesis or to complete a Research methods course and two elective

courses.

Students undertake modules to the value of 90 ECTS credits.



Recommended Study Time for Students

Approximately 5 hours for the study of the Study Guide



INTRODUCTION

1stWeek

Summary

In this week, the basic concepts and definitions of Cryptography will be introduced to the students.
More specifically, the initial uses of cryptography as well as its evolution, together with several
uses throughout the history will be covered.

Introductory Remarks

Cryptology

The most general term is Cryptology coming from the Greek words “kputttég” (kruptos, “hidden”)
and “Aoyog” (logos, “word”), meaning hiding word or hiding a speech. Cryptology splits down into
two branches, Cryptography and Cryptanalysis.

Cryptography is the science of secret writing with the goal of hiding the meaning of a message.
Modern cryptography involves the study of mathematical techniques for securing digital
information, systems, and distributed computations against adversarial attacks.

Cryptanalysis is the science of breaking cryptography systems (called cryptosystems). When it

comes down to evaluation and evolution of systems, cryptanalysis is not a crime, due to the fact

encryption decryption
1 l Receiver
plaintext Encryption ciphertext Decryption plaintext
Algorithm Algorithm
Interceptor

Figure 1 A Typical Cryptosystem
that it helps evolve a cryptosystem and find possible bugs that can cause security breaches or

retrieval of sensitive information.



The need for cryptography starts when two parties want to exchange sensitive information that
cannot be leaked or revealed to non-authorised parties. As shown in Figure 1, a sender has a
message (called plaintext) that has to be transmitted to a receiver. The sender has to encrypt the
plaintext using an encryption algorithm and an encryption key. The resultant message (called
ciphertext) must be unreadable by any non-authorised party. That ciphertext is then transmitted
to the receiver who uses a decryption algorithm and a decryption key to decrypt the ciphertext
and read the original message. A cryptosystem (the mechanism or method of encrypting a

message) is sometimes called a cipher.
Steganography

One of the oldest form of cryptography used is steganography. Steganography is the practice of
concealing information within ordinary information. This can take place both physical and digital
methods. One of the earliest steganography applications mentioned by the ancient Greek
Herodotus, in 440BC, says that Histiaeus shaved the head of his most trusted slave and tattooed
a message on it. After his hair had grown, the message was hidden. The servant then travelled
to the receiver of the message who shaved his head again to read it. Other forms of physical
steganography include the use of invincible ink, Morse code knitted into pieces of cloth,
photosensitive glass used during WWII as well as microdots embedded in the paper covered by
adhesive, again used during WWII. In digital steganography, some of the methods used are
concealing messages within images, sounds or random data, as well as the chaffing and

winnowing method.
Concealing Messages within Images

In digital images, each pixel is represented by 3 values. The red, green and blue values. Each of
these values is represented by eight bits (one byte) ranging from 0 to 255 in decimal or 00000000
t0 11111111 in binary. The leftmost bit is the most significant bit. If that bit is changed, it will have
a large impact on the final value; therefore, the colour difference will be obvious to the naked eye.
For example, if we change the leftmost bit from 1to 0 (11111111 to 01111111) it will change the
decimal value from 255 to 127.

On the other hand, the rightmost bit is the less significant bit. If that bit is changed, it will have less
impact on the final value. For example, if we change the rightmost bit from 1 to 0 (11111111 to
11111110) it will change the decimal value from 255 to 254.

For example, changing the last two bits in a completely red pixel from 11111111 to 11111101

only changes the red value from 255 to 253, which to the naked eye creates a nearly imperceptible



change in colour but still allows us to encode data inside of the picture. As a result, the least

significant bits in an image can be used to hide some information.
Chaffing and Winnowing

Let’s say a sender wants to send a message to a receiver. The sender enumerates the symbols
and sends them out each in a separate packet. Takes each bit, adds a serial number and a MAC
(Message Authentication Code). The sender then adds some chaff packets (i.e. fake packets with
invalid MAC) (chaffing). Finally, the sender sends both valid and invalid packets together to the
receiver. The receiver has to authenticate each packet and discard the ones with the invalid MAC

(winnowing).
Symmetric Cryptography

It is the use of the same cryptographic keys for both encryption of plaintext and decryption of
ciphertext. One party can send a message, or plaintext, to the other by using the shared key to
encrypt the message and thus obtain a ciphertext that is transmitted to the receiver. The receiver
uses the same key to decrypt the ciphertext and recover the original message. This of course
faces some problems. For example is the systems needs a secure channel for distribution of the
key between the sender and the receiver. In addition, it faces message integrity as well sender

authentication problems as we will discuss later in this course.
Caesar Cipher

The Caesar cipher is one of the earliest known and simplest ciphers. It is a type of substitution
cipher in which each letter in the plaintext is 'shifted' a certain number of places down the alphabet.

For example, with a shift of 1 “A” would be replaced by “B”, “B” would become “C”, and so on. The

method is named after Julius Caesar, who apparently used it to communicate with his generals.
Affine Cipher

The Affine cipher is a special case of the more general mono-alphabetic substitution cipher. The
cipher is less secure than a substitution cipher as it is vulnerable to all of the attacks that work
against substitution ciphers, in addition to other attacks. The cipher's primary weakness comes
from the fact that if the cryptanalyst can discover (by means of frequency analysis, brute force,
guessing or otherwise) the plaintext of two ciphertext characters, then the key can be obtained by

solving a simultaneous equation.
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One-Time Pad

A one-time pad is a system in which a private key generated randomly is used only once to
encrypt a message that is then decrypted by the receiver using a matching one-time pad and key.
Messages encrypted with keys based on randomness have the advantage that there is
theoretically no way to "break the code" by analysing a succession of messages. Each
encryption is unique and bears no relation to the next encryption so that some pattern can be
detected. With a one-time pad, however, the decrypting party must have access to the same key
used to encrypt the message and this raises the problem of how to get the key to the decrypting
party safely or how to keep both keys secure.

Theoretically for one-time pad to be “unbreakable”, the pre-shared key (one-time pad) has to be
truly random, must be kept secret, used only once and its length has to be equal or longer to the
plaintext.

Aim/Objectives

The purpose of the 1s*Week is to introduce to the students the basic concepts and definitions of
Cryptography. In addition, some old cryptographic methods are introduced and explained in order

to explain the evolution of cryptography through the years.

Learning Outcomes

After the successful completion of the 1s*Week, students should be able to:

¢ Distinguish between the basic concepts and definitions such as cryptology, cryptography,
cryptanalysis, plaintext, ciphertext

o Explain the basic principles behind a typical cryptosystem

¢ Show physical and digital uses of steganography with examples

e Explain concept of shift / substitution cipher and encrypt or decrypt messages using
Caesar or Affine ciphers

e Show how One-Time Pad method works and encrypt or decrypt messages using it

e Explain the concept of Symmetric Cryptography
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Key Words

Cryptology - Cryptography Cryptanalysis
Cryptosystem Cipher Ciphertext
Plaintext Encryption Decryption
Steganography | Substitution : Shift

Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 1 “Introduction to Cryptography and Data Security”

The first Chapter of this book introduces the most important terms of modern cryptology and
indicates the differences of proprietary and openly known algorithms. It also introduces some
historical ciphers as well as the evolution of ciphers through time.

Suggestions for further reading

¢ D.BonehandV. Shoup, A Graduate Course in Applied Cryptography, 2017, Part 1 “Secret
Key Cryptography”

Essentially the first part of this book covers a lot of the material covered in this course. It covers
the basic principles of Encryption, and goes through some historical ciphers as well as some basic
cryptanalysis.

e Secrets Hidden in Images (Steganography) — Computerphile, [Youtube Video], Available
at: https://www.youtube.com/watch?v=TWEXCYQKyDc

Self-Assessment Exercises

Exercise 1.1
Explain in your own words how “Chaffing and Winnowing” works.
Exercise 1.2

Explain in your own words how one can hide messages inside digital images.
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Exercise 1.3

Explain how one time pad works, and what rules one has to follow to make sure it cannot be
cracked.

Exercise 1.4

Using one time pad, encrypt the message “introduction to cryptography” using the key

“pesbusededenayallgmncofwis”. Make sure to remove the empty spaces in the message.
Exercise 1.5

The ciphertext below was encrypted using a substitution cipher. Decrypt the ciphertext without

knowledge of the key

wshpualea pz h alyt bzlk pu jyfwavnyhwof aoha ylmlyz av h tlzzhnl ilmvyl lujyfwapvu vy hmaly
kljyfwapvu wshpu alea ylmlyz av alea jvuzpzapun luapylsf vm johyhjalyz aoha hyl bzlk pu zvtl
dypaalu obthu shunbhnl hz jvuayhzalk dpao zIxblujlz vm ipaz aoha kv uva ylwylzlua obthu ylhkhisl
johyhjalyz jpwolyalea pa pz aol buylhkhisl vbawba vm hu lujyfwapvu hsnvypaot aol alyt jpwoly pz
zvtlaptlz bzlk hz hu hsalyuhapcl alyt mvy jpwolyalea jpwolyalea pz uva buklyzahukhisl buaps pa
ohz illu jvuclyalk puav wshpu alea bzpun h rlf jpwoly pz aol ihzpj tljohupzt vm lujyfwapun h tlzzhnl
bzpun h rif

a) Compute the relative frequency of all letters (a to z) in the ciphertext. You can use a
paper and a pencil or use an online tool such as the one provided at
http:/www.cryptoprograms.com/tools/frequency

b) Try to decrypt the ciphertext with the help of letter relative frequency.
Exercise 1.6

Give an example use of symmetric cryptography. Explain what problems symmetric cryptography

can face.
Exercise 1.7

Using a programming language that you are familiar with, create a simple command line software
which takes plaintext and a key and performs one time pad encryption. Go a step further and

develop decryption as well.

Recommended time for the student to work

15 hours
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CRYPTOGRAPHY PRINCIPLES AND SYNTAX

2nd Week

Summary

In this week, some important principles of Cryptography will be introduced such as the Kerckhoffs’
Principle as well as the idea of perfect secrecy. A formal syntax will be given for cryptosystems
as well as a more in-depth cryptanalysis of some shift ciphers will be covered.

Introductory Remarks

Kerckhoffs’ Principle

It is clear from the encryption methodology and the correctness requirement that if an
eavesdropping adversary knows the algorithm of encryption and decryption as well as the key
shared by the two communicating parties, then that adversary will be able to decrypt any
ciphertexts transmitted by those parties. Perhaps they should keep the decryption algorithm
secret.
In 1883 Auguste Kerckhoffs argued the opposite in a paper he wrote elucidating several design
principles for military ciphers. One of the most important of these, now known simply as
Kerckhoffs’ principle, was “The cipher method must not be required to be secret, and it must be
able to fall into the hands of the enemy without inconvenience.”
There are several arguments in favour of this principle, such as:
a) It is significantly easier for the parties to maintain secrecy of a short key than to keep
secret the (more complicated) algorithm they are using.
b) In case the honest parties’ shared, secret information is ever exposed, it will be much
easier for them to change a key than to replace an encryption scheme.
c) For large-scale deployment it is significantly easier for users to all rely on the same
encryption algorithm/software (with different keys) than for everyone to use their own

custom algorithm.
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Syntax of Encryption

A private-key encryption scheme is defined by specifying a message space M (M defines the set
of legal messages, i.e. those supported by the scheme) along with three algorithms:
a) A procedure for generating keys (Gen)
b) A procedure for encrypting (Enc)
c) A procedure for decrypting (Dec)
The algorithms have the following functionality:
a) The key-generation algorithm (Gen) is a probabilistic algorithm that outputs a key k
chosen according to some distribution. The set of all possible keys output by Gen is called
a key space, denoted by K.
b) The encryption algorithm (Enc) takes as input a key k and a message m and outputs a
ciphertext c. We denote by Enck(m) the encryption of a plaintext m using the key k.
c) The decryption algorithm (Dec) takes as input a key k and a ciphertext ¢ and outputs a

plaintext m. We denote Deck(c) the decryption of a ciphertext ¢ using a key k.
Cryptanalysis of Shift Cipher

The shift cipher can be viewed as a variant of Caesar’s cipher. Specifically, in the shift cipher
the key k is a number between 0 and 25. Mapping this to the syntax of encryption described
earlier, the message space consists of arbitrary length strings of English letters with punctuation,
spaces (sometimes), and numerals removed, and with no distinction between upper and lower
case. Algorithm Gen outputs a uniform key k & {0, . . ., 25}. Algorithm Enc takes a key k and a
plaintext and shifts each letter of the plaintext forward k positions (wrapping around at the end of
the alphabet). Algorithm Dec takes a key k and a ciphertext and shifts every letter of the ciphertext
backward k positions.

An attack that involves trying every possible key is called a brute-force or exhaustive-search
attack. Clearly, for an encryption scheme to be secure it must not be vulnerable to such an attack.
This observation is known as the sufficient key-space principle:

“Any secure encryption scheme must have a key space that is sufficiently large to make an
exhaustive-search attack infeasible”

One can debate what amount of effort makes a task “infeasible,” and an exact determination of
feasibility depends on both the resources of a potential attacker and the length of time the sender
and receiver want to ensure secrecy of their communication.

Is it possible to recover the message without knowing k? Actually, it is trivial! The reason is that

there are only 26 possible keys. So one can try to decrypt the ciphertext using every possible key
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and thereby obtain a list of 26 candidate plaintexts. The correct plaintext will certainly be on this
list; moreover, if the ciphertext is “long enough” then the correct plaintext will likely be the only
candidate on the list that “makes sense.” (The latter is not necessarily true, but will be true most
of the time. Even when it is not, the attack narrows down the set of potential plaintexts to atmost

26 possibilities.) By scanning the list of candidates it is easy to recover the original plaintext.
Mono-Alphabetic Substitution Cipher

In the shift cipher, the key defines a map from each letter of the (plaintext) alphabet to some letter
of the (ciphertext) alphabet, where the map is a fixed shift determined by the key. In the mono-
alphabetic substitution cipher, the key also defines a map on the alphabet, but the map is now
allowed to be arbitrary subject only to the constraint that it be one-to-one so that decryption is
possible. The key space thus consists of all bijections, or permutations, of the alphabet.
Assuming the English alphabet is being used, the key space is of size 26! =26 *25*24* ... 2*
1, which is approximately 28. This is a huge number, which means brute-force is infeasible (in
sufficient time). This however, does not mean the cipher is secure! Statistical patterns in the
English language allow as to use a letter-frequency attack

Poly-Alphabetic Substitution Cipher

The statistical attack on the mono-alphabetic substitution cipher can be carried out because the
key defines a fixed mapping that is applied letter-by-letter to the plaintext. Such an attack could
be thwarted by using a poly-alphabetic substitution cipher where the key instead defines a
mapping that is applied on blocks of plaintext characters. For example, a key might map the 2-
character block ab to DZ while mapping ac to TY; note that the plaintext character a does not get
mapped to a fixed ciphertext character. Poly-alphabetic substitution ciphers “smooth out” the
frequency distribution of characters in the ciphertext and make it harder to perform statistical
analysis. The Vigenére cipher, is a special case of the poly-alphabetic substitution cipher. Works
by applying several independent instances of the substitution cipher in sequence. The key is now
viewed as a string of letters; encryption is done by shifting each plaintext character by the amount
indicated by the character of the key, wrapping around when necessary. (Note: if the key is shorter

than the message then the key is repeated)
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Figure 2 Using a Key Funny by ALERT (Active Learning Experiences in Resourceful Thinking)
Perfect Secrecy

Since we have discussed a formal syntax of encryption, we are ready to define the notion of
perfect secrecy. We can imagine an adversary who knows the probability distribution over M;
that is, the adversary knows the likelihood that different messages will be sent. This adversary
also knows the encryption scheme being used; the only thing unknown to the adversary is the
key shared by the parties. A message is chosen by one of the honest parties and encrypted, and
the resulting ciphertext transmitted to the other party. The adversary can eavesdrop on the
parties’ communication, and thus observe this ciphertext. For a scheme to be perfectly secret,
observing this ciphertext should have no effect on the adversary’s knowledge regarding the actual
message that was sent. This means that the ciphertext reveals nothing about the underlying
plaintext, and the adversary learns absolutely nothing about the plaintext that was encrypted
Formally:
An encryption scheme (Gen, Enc, Dec) with message space M is perfectly secret if for every
probability distribution over M, every message m @ M, and every ciphertext ¢ @ C for waichPr/[C
=c]>0:
Pr[M =m/C = c] = Pr[M = m]

Note: Pr/C = c] > 0 is a technical requirement to prevent a zero-probability event
We now give an equivalent formulation of perfect secrecy. Informally, this formulation requires
that the probability distribution of the ciphertext does not depend on the plaintext
i.e. for any two messages m, m" @ M the distribution of the ciphertext when m is encrypted should
be identical to the distribution of the ciphertext when m’ is encrypted. Formally, for every m, m”
M, and every ¢ @ C,

Pr[Enci(m) = c] = Pr[Enci(m") = c]
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Aim/Objectives

The purpose of the 2" Week is to introduce Kerckhoffs’ Principle and explain the importance of
having a publicly available cryptosystem. In addition, a formal syntax for cryptography is
introduced in order to define several concepts in a more formal form. Those include correctness
requirements as well as perfect secrecy. Finally, cryptanalysis is performed on typical shift ciphers
and them mono-alphabetic and poly-alphabetic substitution ciphers are introduced in order to
indicate ways of preventing brute-force or letter frequency attacks.

Learning Outcomes

After the successful completion of the 2" Week, students should be able to:
o Evaluate Kerckhoffs’ Principle and argue in its favour
e Construct a formal Encryption Syntax
¢ Formally indicate the Correctness Requirements as well as Perfect Secrecy
e Perform cryptanalysis on shift ciphers
o Explain how brute-force and letter frequency analysis works
e Specify the use of mono-alphabetic substitution ciphers

e Specify the use of poly-alphabetic substitution ciphers

Key Words
PerfectSecrecy ' Kerckoffs’ Principle . Correctness Requirement
7 LetterFrequency Brute-Force Vigenére cipher
"~ Encryption Syntax Bayes’ Theorem

Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapters 1 “Introduction to Cryptography and Data Security”
and 2 “Stream Ciphers”
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The first Chapter of this book introduces the most important terms of modern cryptology and
indicates the differences of proprietary and openly known algorithms. It also introduces some

historical ciphers as well as the evolution of ciphers through time.

The second Chapter analyses the advantages and disadvantages of stream ciphers, as well as
some random and pseudorandom number generators. Goes through the unbreakable One-Time
Pad cipher as well as it performs some cryptanalysis on it as well as on some modern stream

ciphers
Suggestions for further reading

o D.BonehandV. Shoup, A Graduate Course in Applied Cryptography, 2017, Part 1 “Secret
Key Cryptography”

Essentially the first part of this book covers a lot of the material covered in this course. It covers
the basic principles of Encryption, and goes through some historical ciphers as well as some basic
cryptanalysis.

o Bayes’ Theorem — The Simplest Case, Trefor Bazett, [Youtube Video], Available at:
https://www.youtube.com/watch?v=XQoLVI31ZfQ

o Darma Nasution, Surya & Ginting, Guidio & Syahrizal, Muhammad & Rahim, Robbi.
(2017). Data Security Using Vigenere Cipher and Goldbach Codes Algorithm.

International Journal of Engineering Research & Technology. 6. 360-363.

Self-Assessment Exercises

Exercise 2.1

Give a proper syntax for encryption, explaining the algorithms used

Exercise 2.2

What correctness requirement should an encryption scheme satisfy, and why is that important?

Exercise 2.3

Explain Kerckhoff’'s Principle, and give arguments in favour of the principle.

Exercise 2.4

Explain why a standard shift cipher can be easily brute-forced.

Exercise 2.5
Consider a shift cipher, with the following distribution over M
Pr[M=a]=0.2,Pr[M=b]=0.2,Pr[M=c]=0.3,Pr[M=d]=0.3
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a) What is the probability that the ciphertext is B?
b) What is the probability that the ciphertext is C?

Exercise 2.6

Compare Vigenére cipher with one time pad.

Recommended time for the student to work

15 hours
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COMPUTATIONAL SECURITY

34 Week

Summary

In this week, we will discuss the idea of computational security, introducing two new concepts,

the concepts of concrete and asymptotic approach.

Introductory Remarks

Computational Security

Perfect secrecy is a worthwhile goal, but it is also unnecessarily strong. It requires that no
information about the encrypted message is leaked, even if the attacker/eavesdropper has
unlimited computational power. Practically, an encryption scheme is considered secure if it leaked
only a tiny amount of information to eavesdroppers with bounded computational power. For
example, an encryption scheme that leaks information with probability 2-5° after investing 200
years of computational effort on the fastest available supercomputer is adequate for any real-
world application. Security definitions that take into account computational limits on the attacker,
and allow for a small probability of failure, are called computational, to distinguish them from
notions (like perfect secrecy) that are information-theoretic in nature. Computational security is

now the de facto way in which security is defined for all cryptographic purposes.

Computational security incorporates two relaxations relative to information theoretic notions of

security:

1. Security is only guaranteed against efficient adversaries that run for some feasible amount
of time. This means that given enough time (or sufficient computational resources) an
attacker may be able to violate security. If we can make the resources required to break
the scheme larger than those available to any realistic attacker, then for all practical

purposes the scheme is unbreakable.

2. Adversaries can potentially succeed (i.e., security can potentially fail) with some very small
probability. If we can make this probability sufficiently small, we do not need to worry about
it.
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To obtain a meaningful theory, we need to precisely define the above relaxations. There are two

general approaches for doing so: the concrete approach and the asymptotic approach.
Concrete Approach

The concrete approach to computational security quantifies the security of a cryptographic
scheme by explicitly bounding the maximum success probability of any (randomized) adversary
running for some specified amount of time or, more precisely, investing some specific amount of

computational effort.
Concrete Definition:

A scheme is (t, E)-secure if any adversary running for time at most t succeeds in breaking the

scheme with probability at most E.

Forexample, ascheme with the guarantee that no adversary running forat most 200 years using
the fastest available supercomputer can succeed in breaking the scheme with probability better
than 2-°. Alternatively, it may be more convenient to measure running time in terms of CPU
cycles, and to constructa scheme such that no adversary using at most 28 cycles can break the
scheme with probability better than 269, Itis instructive to get a feel for the large values of t and
the small values of & that are typical of modern cryptographic schemes.

Modern private-key encryption schemes are generally assumed to give almost optimal security in
the following sense: when the key has length n, and so the key space has size 2", an adversary
running for time t (measured in, say, computer cycles) succeeds in breaking the scheme with

probability at most <for some fixed constant c.
2n

Assuming c¢ = 1 for simplicity, a key of length n = 60 provides adequate security against an

adversary using a desktop computer. Indeed, on a 4 GHz processor (that executes 4 x 10°

60

cycles per second) 2°° CPU cycles require ———5 seconds, or about 9 years. However, a fast
X

supercomputer can execute roughly 2 x 10¢ floating point operations per second, and 2% such
operations require only about 1 minute on such a machine. Taking n = 80 would be a more
prudent choice; even the computer just mentioned would take about 2 years to carry out 28°

operations.

The above numbers are for illustrative purposes only; in practice ¢ > 1, and several other factors,
such as the time required for memory access and the possibility of parallel computation on a

network of computers, significantly affect the performance of brute-force attacks.
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Today, however,arecommended key length mightbe n=1280orevenn=256. The difference
between 28and 27?%isamultiplicative factor of 2#8. Togetafeeling forhowbigthisis, note that

according to physicists’ estimates the number of seconds since the Big Bang is approximately
258,

If the probability that an attacker can successfully recover an encrypted message in one year is
atmost2-% thenitis much more likely thatthe sender and receiverwill both be hitby lightning
in that same period of time. An eventthat occurs once every hundred years can be roughly
estimated to occur with probability 2-3%in any given second. Something that occurs with
probability 2-¢? in any given second is 23 times less likely, and might be expected to occur
roughly once every 100 billion years.

The concrete approach is important in practice, since concrete guarantees are what users of a
cryptographic scheme are ultimately interested in. However, precise concrete guarantees are
difficult to provide. One must be careful in interpreting concrete security claims. For example, a
claim that no adversary running for 5 years can break a given scheme with probability better than

E begs the questions:

1. What type of computing power (e.g., desktop PC, supercomputer, network of hundreds of

computers) does this assume?

2. Does this take into account future advances in computing power (which, by Moore’s Law,

roughly doubles every 18 months)?

3. Does the estimate assume the use of “off-the-shelf” algorithms, or dedicated software

implementations optimized for the attack?

Furthermore, such a guarantee says little about the success probability of an adversary running
for 2 years (other than the fact that it can be at most E) and says nothing about the success
probability of an adversary running for 10 years. In other words the concrete approach is mostly

used and mostly describes symmetric cryptography
Asymptotic Approach

This approach, rooted in complexity theory, introduces an integer-valued security parameter
(denoted by n) that parameterizes both cryptographic schemes as well as all involved parties.
When honest parties initialize a scheme (i.e., when they generate keys), they choose some value

n for the security parameter. The security parameter is assumed to be known to any adversary
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attacking the scheme, and we now view the running time of the adversary, as well as its success

probability, as functions of the security parameter rather than as concrete numbers.

We equate “efficient adversaries” with randomized (i.e., probabilistic) algorithms running in time
polynomial in n. This means there is some polynomial p such that the adversary runs for time at
most p(n) when the security parameter is n. We also require, for real-world efficiency, that honest
parties run in polynomial time, although we stress that the adversary may be much more powerful
(and run much longer than) the honest parties. We equate the notion of “small probabilities of
success” with success probabilities smaller than any inverse polynomial in n. Such

probabilities are called negligible, f{(n) %
p(n

A scheme is secure if any Probabilistic Polynomial Time (PPT) adversary succeeds in breaking
the scheme with at most negligible probability.

Say we have a scheme that is asymptotically secure, then it may be the case that an adversary
running for n® minutes can succeed in “breaking the scheme” with probability 24° -2 (which is a
negligible function of n). When n :s: 40 this means that an adversary running for 40° minutes (about

6 weeks) can break the scheme with probability 1, so such values of n are not very useful.

Even for n = 50 an adversary running for 50° minutes (about 3 months) can break the scheme

with probability roughly _2_, which may not be acceptable. On the other hand, when n = 500 an
1000

adversary running for 200 years breaks the scheme only with probability roughly 2-°%9.

As indicated by the example, we can view the security parameter as a mechanism that allows the
honest parties to “tune” the security of a scheme to some desired level. Increasing the security
parameter also increases the time required to run the scheme, as well as the length of the key,
so the honest parties will want to set the security parameter as small as possible subject to
defending against the class of attacks they are concerned about. Viewing the security parameter
as the key length, this corresponds roughly to the fact that the time required for a brute-force
attack grows exponentially in the length of the key. The ability to “increase security” by increasing
the security parameter has important practical ramifications, since it enables honest parties to

defend against increases in computing power.
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Efficient algorithms

We can define an algorithm to be efficient if it runs in polynomial time. An algorithm A runs in
polynomial time if there exists a polynomial p such that, for every input x @ {0, 1}, the computation
of A(x) terminates within at most p(/x/) steps (/x/ denotes the length of the string x). As mentioned
earlier, we are only interested in adversaries whose running time is polynomial in the security
parameter n. Since we measure the running time of an algorithm in terms of the length of its input,
we sometimes provide algorithms with the security parameter written in unary (i.e., as 1", or a
string of n ones) as input. Parties (or, more precisely, the algorithms they run) may take other
inputs besides the security parameter (e.g. a message to be encrypted) and we allow their running

time to be polynomial in the (total) length of their inputs.

By default, we allow all algorithms to be probabilistic (or randomized). Any such algorithm may
“toss a coin” at each step of its execution, this is a metaphorical way of saying that the algorithm
can access an unbiased random bit at each step. Equivalently, we can view a randomized
algorithm as one that, in addition to its input, is given a uniformly distributed random tape of
sufficient length whose bits it can use, as needed, throughout its execution. We consider
randomized algorithms by default for two reasons:

1. Randomness is essential to cryptography and so honest parties must be probabilistic;
given this, it is natural to allow adversaries to be probabilistic as well.
2. Randomization is practical and gives attackers additional power. Since our goal is to

model all realistic attacks, we prefer a more liberal definition of efficient computation.
Negligible Success Probability

A negligible function is one that is asymptotically smaller than any inverse polynomial function.
To define that formally, we can say that a function ffrom the natural numbers to the non-negative
real numbers is negligible if for every positive polynomial p there is an N such that for all integers

n > Nit holds that f{n) < L.
p(n)

This can also be stated as follows, for every polynomial p and all sufficiently large values of n it

holds that f(n) < _L_.
p(n

An equivalent formulation of the above is to require that for all constants c there exists an N such
that for all n > N it holds that f(n) < n¢. We typically denote an arbitrary negligible function by
negl.
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Aim/Objectives

The purpose of the 3 Week is to introduce the notion of computational security. This is really
important in order to understand that not all cryptography methods need to be perfectly secret.
Students have to realise that each cryptography method comes at a cost (in the form of processing
time/power needed), and this cost not only affects an adversary attacking the encrypted
information but also the honest parties who are just trying to use the cryptography model.

Learning Outcomes

After the successful completion of the 3"Week, students should be able to:

¢ Evaluate computational security

e Explain concrete approach with examples

o Explain asymptotic approach with examples

¢ Formally indicate the differences between the two approaches as well as their uses
e Explain efficient algorithms and their importance in cryptography

e Specify the negligible success probability and its importance

Key Words
Computational security Concrete Asymptotic
Negligible Success Probability
Polynomial Time | Efficient | Adversary

Annotated Bibliography
Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 1 “Introduction to Cryptography and Data Security”
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The first Chapter of this book introduces the most important terms of modern cryptology and
indicates the differences of proprietary and openly known algorithms. It also introduces some

historical ciphers as well as the evolution of ciphers through time.

e Suggestions for furtherreading

o Cryptography — Perfect Secrecy by intrigano [Youtube Video], Available at
https://www.youtube.com/watch?v=DK7S_rZ0OvUE

This video explains the encryption syntax as well as the notion of perfect secrecy.

Self-Assessment Exercises

Exercise 3.1

Proof shift cipher perfect secrecy if the message length =1
Exercise 3.2

Proof one-time pad perfect secrecy

Exercise 3.3

Using the concrete approach and assuming c=1 and key length n=60, explain why such a key

provides adequate security against an adversary using a desktop computer.
Exercise 3.4

Explain the terms “Polynomial Time” and “Probabilistic Polynomial Time Algorithm”.
Exercise 3.5

Briefly explain the Asymptotic Approach, giving at least one example.

Exercise 3.6

In the asymptotic approach as well as in cryptography in general, we always consider
randomized algorithms. Why is that?

Recommended time for the student to work

15 hours
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PSEUDORANDOM GENERATORS & STREAM CIPHERS

4th \Week

Summary

In this week, pseudorandom generators will be covered showing how important they are in
cryptography models. In addition, stream ciphers will be introduced.

Introductory Remarks

Pseudorandom Generators (PRG)

A pseudorandom generator G is an efficient, deterministic algorithm for transforming a short,
uniform string called the seed into a longer, “uniform looking” (or “pseudorandom”) output string.
Stated differently, a pseudorandom generator uses a small amount of true randomness in order
to generate a large amount of pseudorandomness. This is useful whenever a large number of
random (looking) bits are needed, since generating true random bits is difficult and slow. Indeed,
pseudorandom generators have been studied since at least the 1940s when they were proposed
for running statistical simulations. In that context, researchers proposed various statistical tests
that a pseudorandom generator should pass in order to be considered “good.”

The seed s for a pseudorandom generator is analogous to the cryptographic key used by an
encryption scheme, and the seed must be chosen uniformly and be kept secret from any
adversary. Another important point, is that s must be long enough so that it is not feasible to
enumerate all possible seeds. In an asymptotic sense this is taken care of by setting the length
of the seed equal to the security parameter, so that exhaustive search over all possible seeds
requires exponential time. In practice, the seed must be long enough so that it is impossible to try

all possible seeds within some specified time bound.

Let | be a polynomial and let G be a deterministic polynomial-time algorithm such that for any n

and any input s B {0, 1}", the result G(s) is a string of length I(n). We say that G is a pseudorandom
generator if the following conditions hold:

1. For every nit holds that I(n) >n
2. For any PPT algorithm D, there is a negligible function negl suchthat

IPr[G(G(s)) - 1] - Pr[D(r) = 1]I :s: negl(n)
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Where the first probability is taken over uniform choice of s @ {0, 1}" and the randomness of Dand

the second probability is taken over uniform choice of r @ {0, 1}/ and the randomness d

D. We call I the expansion factor of G.

A (true) random generator requires a naturally occurring source of randomness. Designing a

hardware device or software program to exploit this randomness and produce a bit sequence that

is free of biases and correlations is a difficult task. Additionally, for most cryptographic

applications, the generator must not be subject to observation or manipulation by an adversary.

Hardware-based random generators exploit the randomness which occurs in some physical

phenomena. Such physical processes may produce bits that are biased or correlated, in which

case they should be subjected to de-skewing techniques discussed later on. Examples of such

physical phenomena include:

1.

2.

6.

elapsed time between emission of particles during radioactive decay
thermal noise from a semiconductor diode or resistor
the frequency instability of a free running oscillator

the amount a metal insulator semiconductor capacitor is charged during a fixed period of

time

air turbulence within a sealed disk drive which causes random fluctuations in disk drive

sector read latency times

sound from a microphone or video input from a camera

Designing a random generator in software is even more difficult than doing so in hardware.

Processes upon which software random bit generators may be based include:

1.

2.

3.

4,

5.

the system clock;

elapsed time between keystrokes or mouse movement;
content of input/output buffers;

user input

operating system values such as system load and network statistics

The behaviour of such processes can vary considerably depending on various factors, such as

the computer platform. It may also be difficult to prevent an adversary from observing or
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manipulating these processes. A natural source of random bits may be defective in that the output

bits may be:

1. Biased - the probability of the source emitting a 1 is not equal to 1}

2. Correlated - the probability of the source emitting a 7 depends on previous bits emitted

There are various techniques for generating truly random bit sequences from the output bits of
such a defective generator; such techniques are called de-skewing techniques.
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Figure 3 Structure of a Typical PRG by Behrooz Khadem
Stream Ciphers

Stream ciphers are an important class of encryption algorithms. They encrypt individual
characters (usually binary digits) of a plaintext message one at a time, using an encryption
transformation which varies with time. By contrast, block ciphers (discussed later) tend to
simultaneously encrypt groups of characters of a plaintext message using a fixed encryption
transformation. Stream ciphers are generally faster than block ciphers in hardware, and have less
complex hardware circuitry. They are also more appropriate, and in some cases mandatory, when
buffering is limited or when characters must be individually processed as they are received.
Because they have limited or no error propagation, stream ciphers may also be advantageous in

situations where transmission errors are highly probable.
There are plenty of Stream Cipher types. In this course we will discuss the following:
1. Synchronous Stream Ciphers

2. Self-synchronizing Stream Ciphers
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Synchronous Stream Ciphers

A synchronous stream cipher is one in which the keystream is generated independently of the
plaintext message and of the ciphertext.

The encryption process of a synchronous stream cipher can be described by the equations

ui+ 1 = flu, k)
Zj :g(ui, k)
ci=h(z, my)

Where:
1. ugis the initial state and may be determined from the key k

2. fis the next-statefunction

w

g is the function which produces the keystream z;

»

h is the output function which combines the keystream and plaintext m; to produce ciphertext

Ci
Properties of Synchronous Stream Ciphers:

1. Synchronization Requirements - In a synchronous stream cipher, both the sender and
receiver must be synchronized, using the same key and operating at the same position

(state) within that key, to allow for proper decryption.

2. No Error Propagation - A ciphertext digit that is modified (but not deleted) during
transmission does not affect the decryption of other ciphertext digits.

3. Active Attacks - As a consequence of property (1), the insertion, deletion, or replay of
ciphertext digits by an active adversary causes immediate loss of synchronization, and
hence might possibly be detected by the decryptor. As a consequence of property (2), an
active adversary might possibly be able to make changes to selected ciphertext digits, and

know exactly what affect these changes have on the plaintext.
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Figure 4 Stream Ciphers (Source: Wikipedia)

Self-Synchronizing Stream Ciphers

A self-synchronizing or asynchronous stream cipher is one in which the keystream is generated
as a function of the key and a fixed number of previous ciphertext digits. The encryption function
can be described by the equations:

U= (Cip Citrpe--» Cii1)
zi=g(u; k)
ci=h(z, my)
Where:
1. up=(csCts1,...,C1) IS the (NnON-secret) initial state
2. kis the key
3. gis the function which produces the keystream z;

4. his the output function which combines the keystream and plaintext m; to produce

ciphertext c;

Properties of self-synchronizing Stream Ciphers:

1. Self-Synchronization - is possible if ciphertext digits are deleted or inserted, because the

decryption mapping depends only on a fixed number of preceding ciphertext characters.
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2.

3.

Limited Error Propagation - Suppose that the state of a self-synchronization stream
cipher depends on t previous ciphertext digits. If a single ciphertext digit is modified (or
even deleted or inserted) during transmission, then decryption of up to t subsequent

ciphertext digits may be incorrect, after which correct decryption resumes.

Active Attacks - Property (2) implies that any modification of ciphertext digits by an active
adversary causes several other ciphertext digits to be decrypted incorrectly, thereby
improving (compared to synchronous stream ciphers) the likelihood of being detected by
the decryptor. As a consequence of property (1), it is more difficult (than for synchronous
stream ciphers) to detect insertion, deletion, or replay of ciphertext digits by an active

adversary.

Diffusion of Plaintext Statistics - Since each plaintext digit influences the entire following
ciphertext, the statistical properties of the plaintext are dispersed through the ciphertext.
Hence, self-synchronizing stream ciphers may be more resistant than synchronous stream
ciphers against attacks based on plaintext redundancy.

Aim/Objectives

The purpose of the 4" Week is to introduce the concept of randomness and pseudorandomness

as well as stream ciphers. First the properties of randomness are explained as well as the difficulty

faced in order to create random numbers. Then we explain several ways of getting random values

either in software or physical phenomena, as well as we discuss ways that those values might be

affected and not be random. Finally we discuss stream ciphers and explain the methodology and

the properties synchronous and self-synchronizing stream ciphers have.

Learning Outcomes

After the successful completion of the 4" Week, students should be able to:

Explain the hardness of generating random values

Explain ways to create random values using software or physical phenomena

Explain how random values might be affected and not be random

Explain how pseudorandom generators work and how they can be used

Explain the importance of stream ciphers in cryptography

Explain the differences as well as the properties of synchronous and self-synchronizing

stream ciphers
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Key Words

Pseudorandom Stream Randomness
Polynomial - Error Propagation - Synchronization
Active Attacks Statistics Diffusion

Annotated Bibliography
Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 2 “Stream Ciphers”

The second Chapter of this book introduces random and pseudorandom number generators as
well as stream ciphers. Goes through several stream ciphers and explains their advantages and
disadvantages against other forms of ciphers.

Suggestions for further reading
e Pseudorandom Generators,

https://www.coursera.org/lecture/cryptography/pseudorandom-generators-okKCx

This video explains pseudorandom generators, how they work and their importance in

cryptography.

¢ Khadem, Behrooz & Madadi, Ali & Bakhtiyari, Kaveh. (2018). Time/Memory/Data Trade-
Off Attack on a Chaotic Pseudo-Random Generator: A Case Study of GMJK. Journal of
Computational and Theoretical Nanoscience.

Self-Assessment Exercises

Exercise 4.1
Briefly explain pseudorandom generators. Give their difference/s from random generators.
Exercise 4.2

Explain random generators, the difficulty of creating one, as well as hardware and software

random generators and ways of ensuring that any patters in bits can be eliminated.
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Exercise 4.3
Briefly explain the two types of stream ciphers.
Exercise 4.4

List and explain the properties of synchronous and self-synchronizing stream ciphers.

Recommended time for the student to work

15 hours
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BLock CIPHERS

(5th Week)

Summary

In this week, block ciphers will be covered and evaluated as well as the most common modes of
operation of block ciphers will be shown and discussed.

Introductory Remarks

Ablock cipher is a function which maps n-bit plaintext blocks to n-bit ciphertext blocks; nis
called the blocklength. It may be viewed as a simple substitution cipher with large character
size. The function is parameterized by a k-bit key K, taking values from a subset K (the key
space) of the set of all k-bit vectors V;. Itis generally assumed that the key is chosen at random.
Use of plaintext and ciphertext blocks of equal size avoids data expansion. To allow unique
decryption, the encryption function must be one-to-one (i.e., invertible). For n-bit plaintext and
ciphertextblocks and a fixed key, the encryption function is a bijection, defining a permutation on
n-bit vectors. Each key potentially defines a different bijection. The number of keys is /K/, and
the effective key size is logio [K/. This equals the key length if all k-bit vectors are valid keys
(K = V).

If keys are equiprobable and each defines a different bijection, the entropy of the key space is
also logis [K]. Block ciphers can be either symmetric-key or public-key.

Symmetric-key block ciphers are the most prominent and important elements in many
cryptographic systems. Individually, they provide confidentiality, as a fundamental building block,
their versatility allows construction of pseudorandom number generators, stream ciphers, MACs,
and hash functions. They may furthermore serve as a central component in message
authentication techniques, data integrity mechanisms, entity authentication protocols, and
(symmetric-key) digital signature schemes.

The unicity distance of a cipher is the minimum amount of ciphertext (i.e. the number of
characters) required to allow a computationally unlimited adversary to recover the unique

encryption key. It is a theoretical measure usually used to find if a cipher is perfectly secret or
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computationally secure. However, that does not mean that a small unicity distance cipher is

insecure in practice. Many criteria can be used to evaluate block ciphers, including:

1.

Estimated Security Level — confidence in the security of a cipher grows if it has been
subjected to (and withstood) expert cryptanalysis over a substantial time period. The
amount of ciphertext required to mount practical attacks often vastly exceeds a cipher’s
unicity distance, which provides a theoretical estimate of the amount of ciphertext required
to recover the unique encryption key

Key Size — the effective bit-length of the key, defines an upper bound on the security of a
cipher. Typically, longer keys impose additional costs (i.e. generation, transmission,
storage etc.)

Throughput — the data transfer in either hardware or software. It is related to the
complexity of the cryptographic mapping and the degree to which the mapping is tailored
to a particular implementation medium or platform

Block Size — it impacts both security and complexity as well as it affects the performance
Complexity of Cryptographic Mapping — algorithmic complexity affects the
implementation costs both in terms of development and fixed sources as well as real-time
performance for fixed sources (throughput). That is why sometimes hardware is preferred
instead of software

Data Expansion — it is desirable and often mandatory that the encryption scheme does
not increase the size of plaintext data

Error Propagation — decryption of ciphertext containing bit errors may result in various
effects on the recovered plaintext, including propagation of errors to subsequent plaintext

blocks

To evaluate block cipher security, it is customary to always assume that an adversary:

1.
2.

has access to all data transmitted over the ciphertext channel

knows all the details of the encryption function except the secret key (Kerckhoffs’ principle)

Under standard assumptions, attacks are classified based on what information a cryptanalyst has

access to in addition to intercepted ciphertext. The most prominent classes of attack for

symmetric-key ciphers are (for a fixed key):

1.
2.

ciphertext-only — no additional information is available

known-plaintext — plaintext-ciphertext pairs are available.
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3. chosen-plaintext — ciphertexts are available corresponding to plaintexts of the adversary’s
choice. A variation is an adaptive chosen-plaintext attack, where the choice of plaintexts

may depend on previous plaintext-ciphertext pairs.

Ciphertext-Only Attack (COA) is an attack model where the attacker is assumed to have access
only to a set of ciphertexts. In practise, the attacker might have some knowledge of the plaintext.
For example, the attacker might know the language in which the plaintext is written or the
expected statistical distribution of characters in the plaintext.

Known-Plaintext Attack (KPA) is an attack model where the attacker has access to both  the
plaintext, and the ciphertext. This can be used to reveal further secret information such as
secret keys.

Chosen-Plaintext Attack (CPA) is an attack model which presumes that the attacker can obtain
the ciphertexts for arbitrary plaintexts. The goal of the attack is to gain information that reduces
the security of the encryption scheme. Modern ciphers aim to provide semantic security, also
known as ciphertext indistinguishability under chosen-plaintext attack, and are therefore by
design generally immune to chosen-plaintext attacks if correctly implemented. It is customary to
use ciphers resistant to chosen-plaintext attack even when mounting such an attack is not
feasible. A cipher secure against chosen-plaintext attack is secure against known-plaintext and
ciphertext-only attacks.

A Chosen-Ciphertext Attack (CCA) operates under the following model, an adversary is allowed
to plaintext-ciphertext pairs for some number of ciphertexts of his choice, and thereafter attempts
to use this information to recover the key.

In a Related-Key Attack, an adversary is assumed to have access to the encryption of plaintexts
under both an unknown key and unknown keys chosen to have or known to have certain

relationships with the key.
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Figure 5 Funny Way of Cracking a Hard Encryption (Source xkcd, available at
https://xkcd.com/538/)

With few exceptions (i.e. One-Time Pad), the best available measure of security for practical
ciphers is the complexity of the best (up to date) known attack. That complexity breaks down into
various aspects:

1. Data Complexity — expected number of input data units required (i.e. ciphertext)

2. Storage Complexity — expected number of storage units required

3. Processing Complexity — expected number of operations required to process input data

and/or fill storage with data
Block Ciphers Modes of Operation

The block ciphers have several modes of operation, with the most common ones being:
Electronic Codebook (ECB)

Cipher-Block Chaining (CBC)

Cipher Feedback (CFB)

Output Feedback (OFB)

P N PF

Electronic Codebook (ECB) Properties

1. Identical plaintext blocks (under the same key) result in identical ciphertext.
2. Chaining dependencies - blocks are enciphered independently of other blocks.

Reordering ciphertext blocks results in correspondingly re-ordered plaintext blocks.
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3.

Error propagation - one or more bit errors in a single ciphertext block affect decipherment
of that block only. For typical ciphers, decryption of such a block is then random (with

about 50% of the recovered plaintext bits in error).

Cipher Block-Chaining (CBC) Properties

1.

Identical plaintexts - identical ciphertext blocks result when the same plaintext is
enciphered under the same key and IV (n-bit initialization vector). Changing the 1V, key,
or first plaintext block results in different ciphertext.

Chaining dependencies - the chaining mechanism causes ciphertext c; to depend on x;
and all preceding plaintext blocks. Consequently, rearranging the order of ciphertext
blocks affects decryption. Proper decryption of a correct ciphertext block requires a correct
preceding ciphertext block.

Error propagation - asingle biterrorin ciphertext block ¢;affects decipherment of blocks
cjand ¢; +1 . Block m; recovered from ¢; is typically totally random (50% in error), while
the recovered plaintext m;,; has bit errors precisely where c; did. Thus an adversary may
cause predictable bit changes in m;.; by altering corresponding bits of ¢;

Error recovery - the CBC mode is self-synchronizing in the sense that if an error
(including loss of one or more entire blocks) occurs in block ¢; but not c;.s, ¢j.2 is correctly

decrypted to mj..

Cipher Feedback (CFB) Properties

1.

Identical plaintexts - as per CBC encryption, changing the IV results in the same plaintext
input being enciphered to a different output. The 1V need not be secret.

Chaining dependencies - similar to CBC encryption, the chaining mechanism causes
ciphertext block c;to depend on both m; and preceding plaintext blocks; consequently, re-
ordering ciphertext blocks affects decryption.

Error propagation - one or more bit errors in any single r-bit ciphertext block c; affects

the decipherment of that and the next rzl ciphertext blocks. The recovered plaintext m
r

will differ from original m; precisely in the bit positions c; was in error. Thus an adversary
may cause predictable bit changes in m; by altering corresponding bits of c;.

Error recovery - the CFB mode is self-synchronizing similar to CBC, but requires ru
-

ciphertext blocks to recover.
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5.

Throughput - for r < n, throughput is decreased by a factor ofz in that each execution of
r

Enc yields only r bits of ciphertext output.

Output Feedback (OFB) Properties

1.

Identical plaintexts - as per CBC and CFB modes, changing the IV results in the same
plaintext being enciphered to a different output.

Chaining dependencies - the keystream is plaintext-independent.

Error propagation - one or more bit errors in any ciphertext character c; affects the
decipherment of only that character, in the precise bit position(s) ¢; is in error, causing the
corresponding recovered plaintext bit(s) to be complemented.

Error recovery - the OFB mode recovers from ciphertext bit errors, but cannot self-
synchronize after loss of ciphertext bits, which destroys alignment of the decrypting
keystream.

Throughput - for r < n, throughput is decreased as per the CFB mode. However, in all
cases, since the keystream is independent of plaintext or ciphertext, it may be pre-
computed.

Aim/Objectives

The purpose of the 5" Week is to introduce the concept of block ciphers. The importance of block

ciphers in cryptography, such as their use in pseudorandom number generators, MACs and hash

functions. Four modes of operation of block ciphers are explained, namely Electronic Codebook,

Cipher-Block Chaining, Cipher Feedback and Output Feedback. Their properties are listed and

compared between them. Finally, several attacks are discussed and ways of preventing them.

Learning Outcomes

After the successful completion of the 5" Week, students should be able to:

Explain the importance of block ciphers in cryptography
Explain the four most important modes of operation of block ciphers

Explain the properties of each mode of operation and compare them to indicate possible
scenarios that they might be used

Explain attacks such as COA, KPA, CPA and CCA and indicate how they can be
performed and how they can be stopped
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Key Words

Block Blocklength Known-Plaintext
‘Known-Ciphertext ! Unicity Distance . Chaining Dependencies
Processing Complexity ; Error Recovery ! Throughput

Annotated References / Bibliography

Basic

o C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 5 “More About Block Ciphers”

The fifth Chapter of this book introduces block ciphers and explains the most important modes of
operation of block ciphers. In addition, it shows practical uses of block ciphers in several
encryption schemes.

Suggestions for further reading

¢ Introduction to Block Ciphers (CSS322, L4, Y14) — Steven Gordon, [Youtube Video],
Available at: https://www.youtube.com/watch?v=Lh4r8QkFiF0

e T. Courtois, Nicolas & Oprisanu, Bristena & Schmeh, Klaus. (2018). Linear cryptanalysis
and block cipher design in East Germany in the 1970s. Cryptologia

Self-Assessment Exercises

Exercise 5.1

Explain what Block Ciphers are and how they work.
Exercise 5.2

What is Unicity Distance?

Exercise 5.3

Evaluate block ciphers using a number of different criteria.
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Exercise 5.4

Give block ciphers standard assumptions, and explain the most prominent classes of attack

under those standard assumptions.

Exercise 5.6

List and explain the four most common modes of operation of block ciphers.
Exercise 5.7

Compare Block Ciphers with Stream Ciphers.

Activity (5 points)

Activity, that includes solving questions related to the syllabus covered up to Week 5, as well as

applying the knowledge gathered up to this week in order to solve problems related to

cryptography.

This activity counts 5% of the final course mark.

You will need approximately 5 hours to solve this Graded Activity

Recommended time for the student to work

20 hours
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DATA ENCRYPTION STANDARD - DES

6" Week

Summary

In this week, Data Encryption Standard (DES) will be covered. In addition, the building blocks of
DES, namely Product and Feistel ciphers will be introduced and discussed in detail.

Introductory Remarks

DES is the most known symmetric-key block cipher developed by IBM and National Security
Agency (NSA), based on the cipher Lucifer. It is recognized world-wide and 1977 it became the
first commercial-grade block cipher with openly and fully specified implementation details.

Here are some interesting historical data:

1. In 1998 Electronic Frontier Foundation (EFF) demonstrated that DES could be attacked
very practically, using a DES specific attack (they manage to break a DES key in 56
hours!). In 1999 EFF together with distributed.net manage to break a DES key in 22hours
and 15 minutes.

2. In 1999 they decided to start using what is called as the Triple DES (3DES), which is the
application of the DES algorithm three times.

3. In 2016 hashcat (an open source password cracking software) was able to brute force
DES using a single NVIDIA GTX1080Ti GPU in 15 days. Using multiple GPUs or
distributed computing can brute force DES in a much smaller time frame.

4. In 2017 DES was cracked in 25 seconds using a rainbow table attack. Note that extra time
is needed to actually compute the rainbow tables which is not included in the 25 seconds

The design of DES is related to two general concepts: product ciphers and Feistel ciphers. Each
involves iterating a common sequence or round of operations.

A Product cipher combines two or more transformations in a manner intending that the resulting
cipher is more secure than the individual components.

Combines a sequence of simple transformations such as substitution (S-box), permutation (P-

box), and modular arithmetic.
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Figure 6 DES (Available at www.cybrary.it)

A permutation box (or P-box) is a method of bit-shuffling used to permute or transpose bits

across S-boxes inputs, retaining diffusion while transposing.

A substitution box (or S-box) takes some number of input bits, m, and transforms them into

some number of output bits, n, where n is not necessarily equal to m.

A Feistel cipher is an iterated cipher mapping a 2t-bit plaintext (Lg, Ry), for t-bit blocks L, and

Ro, to a ciphertext (R, L,), through an r-round process where r2: 1.

Let F be the round function and let K, K;, ..., K, be the sub-keys for the rounds 0, 1, ..., n

respectively.

Suppose that a message has 12 bits and is written as LoRy, where L, consists of the first 6 bits

and Ry consists of the last 6 bits.
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The key K has 9 bits. The ™ round of the algorithm transforms an input L:;R;.; to the output
LiR;using an 8-bit key K; derived from K.
The main part of the encryption process is a function f{(R:.;, K;) that takes a 6-bitinput R.; and
an 8-bit input K;and produces a 6-bit output which will be described later.
The output of the i round is defined as:
Li=Rii;and Ri = Li.; XOR f(Ri1, Ki)

The decryption is the reverse of encryption.

[Ly] [Ry XOR f(Ly, Ky)] = @ = [Rn-1] [Ln-1]

Aim/Objectives

The purpose of the 6" Week is to introduce the Data Encryption Standard (DES) and explain its
importance in cryptography. In addition, we explain how DES evolved and how it was attacked
which forced the community to find solutions such as the 3DES. Furthermore, we explain the

building blocks of DES, product and Feistel ciphers.

Learning Outcomes

After the successful completion of the 61" Week, students should be able to:
¢ Evaluate Data Encryption Standard (DES)
¢ Explain how DES was attacked
e Explain the use of 3DES

e Evaluate the two building blocks of DES, namely Product and Feistel ciphers

Keywords
Permutation Substitution Feistel Cipher
Rounds Lucifer 3DES
~ Product Cipher Sequence Blocks
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Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 3 “The Data Encryption Standard (DES) and
Alternatives”

The third Chapter of this book introduces DES, shows its design in order to explain some technical
terms regarding modern cryptography. In addition, it goes through security analysis of DES and
shows some DES alternatives such as 3DES.
Suggestions for further reading

¢ Data Encryption Standard,

https://www.tutorialspoint.com/cryptography/data_encryption_standard.htm

This website explains in detail the DES, giving examples as well as useful figures to understand
how DES works internally.

o D. Coppersmith, "The Data Encryption Standard (DES) and its strength against attacks,"
in IBM Journal of Research and Development, vol. 38, no. 3, pp. 243-250, May 1994.

Self-Assessment Exercises

Exercise 6.1

Briefly explain the two concepts DES is related to.
Exercise 6.2

What is the difference between an S-box and a P-box

Recommended time for the student to work

15 hours
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MESSAGE AUTHENTICATION CoDE - MAC

7t Week

Summary

In this week, Message Authentication Codes (MACSs) will be covered, as well as the methodology
that one follows in order to use MACSs. In addition, use cases of MACs will be discussed.

Introductory Remarks

One of the most basic goals of cryptography is to enable parties to communicate over an open
communication channel in a secure way. However, not all security concerns are related to
secrecy. In many cases, it is of equal or greater importance to guarantee message integrity (or
message authentication) in the sense that each party should be able to identify when a message
it receives was sent by the party claiming to send it, and was not modified in transit.
Consider the case of a user communicating with their bank over the Internet. When the bank
receives a request to transfer $1,000 from the user’s account to the account of some other user
X, the bank has to consider the following:
1. Is the request authentic? That is, did the user in question really issue this request, or wasthe
request issued by an adversary (perhaps X itself) who is impersonating the legitimate user?
2. Assuming a transfer request was issued by the legitimate user, are the details of the request
as received exactly those intended by the legitimate user? Or was, e.g., the transfer amount

modified?

A second scenario where the need for message integrity arises in practice is with regard to web
cookies.

The HTTP protocol used for web traffic is stateless, and so when a client and server communicate
in some session (e.g., when a user [client] shops at a merchant’s [server’s] website), any state
generated as part of that session (e.g., the contents of the user’s shopping cart) is often placed
in a “cookie” that is stored by the client and sent from the client to the server as part of each
message the client sends.

Assume that the cookie stored by some user includes the items in the user’s shopping cart along

with a price for each item, as might be done if the merchant offers different prices to different

48



users (reflecting, e.g., discounts and promotions, or user-specific pricing). It should be infeasible
here for the user to modify the cookie that it stores so as to alter the prices of the items in its cart.
The merchant thus needs a technique to ensure the integrity of the cookie that it stores at the
user. Note that the contents of the cookie (namely, the items and their prices) are not secret and,
in fact, must be known by the user. The problem here is thus purely one of integrity.

Just as the goals of secrecy and message integrity are different, so are the technigues and tools
for achieving them.

Secrecy and integrity are often confused and unnecessarily intertwined, so let us be clear up front:
encryption does not (in general) provide any integrity, and encryption should never be used with
the intent of achieving message authentication unless it is specifically designed with that purpose
in mind.

One might mistakenly think that encryption solves the problem of message authentication. (In
fact, this is a common error.) This is due to the fuzzy, and incorrect, reasoning that since a
ciphertext completely hides the contents of the message, an adversary cannot possibly modify an
encrypted message in any meaningful way. Despite its intuitive appeal, this reasoning is
completely false. We illustrate this point by showing that all the encryption schemes we have seen
thus far do not provide message integrity.

Encryption using stream ciphers

Consider the simple encryption scheme in which Enci(m) computes the ciphertext ¢ @ G(k) i,
where G is a pseudorandom generator.

Ciphertexts in this case are very easy to manipulate: flipping any bit in the ciphertext c results in
the same bit being flipped in the message that is recovered upon decryption. Thus, given a
ciphertext c that encrypts a (possibly unknown) message m, it is possible to generate a modified
ciphertext ¢’ such that m" @ Deci(c") is the same as m but with one (or more) of the bits flipped.
This simple attack can have severe consequences

As an example, consider the case of a user encrypting some amount of money he wants to
transfer from his bank account, where the amount is represented in binary. Flipping the least
significant bit has the effect of changing this amount by only €1, but flipping the 11th least
significant bit changes the amount by more than €1,000!

Interestingly, the adversary in this example does not necessarily learn whether it is increasing or
decreasing the initial amount, i.e., whether it is flipping a O to a 1 or vice versa. But if the adversary

has some partial knowledge about the amount—say, that it is less than €1,000 to begin with—
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then the modifications it introduces can have a predictable effect. We stress that this attack does

not contradict the secrecy of the encryption scheme.

In fact, the exact same attack applies to the one-time pad encryption scheme, showing thateven

perfect secrecy is not sufficient to ensure the most basic level of message integrity.

We have seen that, in general, encryption does not solve the problem of message integrity.

Rather, an additional mechanism is needed that will enable the communicating parties to know

whether or not a message was tampered with. The right tool for this task is a Message

Authentication Code (MAC).

The aim of a message authentication code is to prevent an adversary from modifying amessage

sent by one party to another, or from injecting a new message, without the receiver detecting that

the message did not originate from the intended party.

As in the case of encryption, this is only possible if the communicating parties share some secret

that the adversary does not know (otherwise nothing can prevent an adversary from

impersonating the party sending the message).

Here, we will continue to consider the private key setting where the parties share the same secret

key.

Before formally defining security of a message authentication code, we first define what a MAC

is and how it is used.

Two users who wish to communicate in an authenticated manner begin by generating and sharing

a secret key k in advance of their communication. When one party wants to send a message m

to the other, she computes a MAC tag t based on the message and the shared key, and sends

the message m and the tag tto the other party.

The tag is computed using a tag-generation algorithm denoted by Mac; thus, rephrasing whatwe

have already said, the sender of a message m computes t « Maci(m) and transmits (m, t) to the

receiver. Upon receiving (m, t), the second party verifies whether tis a valid tag on the message

m (with respect to the shared key) or not.

This is done by running a verification algorithm Vrfy that takes as input the shared key as well as

a message m and a tag t, and indicates whether the given tag is valid.

Formally:

A message authentication code (MAC) consists of three probabilistic polynomial-time algorithms

(Gen, Mac, Vrfy) such that:

1. The key-generation algorithm Gen takes as input the security parameter 1"and outputs a key
kwith [k 2: n
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2. The tag-generation algorithm Mac takes as input a key k and a message m, and outputs a
tag t. Since the algorithm may be randomized, we write this as t « Maci(m)
3. The deterministic verification algorithm Vrfy takes as input a key k, a message m and a tag
t. It outputs a bit b, with b = 1 meaning valid and b = 0 meaning invalid. We write this as
b B Vrfyi(m, t)
Note: It is required that for every n, every key k output by Gen(1"), and every m, it holds that
Vrfyx(m, Maci(m)) = 1

The intuitive idea behind the definition is that no efficient adversary should be able to generate a
valid tag on any “new” message that was not previously sent (and authenticated) by one of the
communicating parties.

As with any security definition, to formalize this notion we have to define both the adversary’s
power as well as what should be considered a “break.” As usual, we consider only probabilistic
polynomial-time adversaries and so the real question is how we model the adversary’s interaction
with the communicating parties.

In the setting of message authentication, an adversary observing the communication between the
honest parties may be able to see all the messages sent by these parties along with their
corresponding MAC tags.

The adversary may also be able to influence the content of these messages, whether directly or
indirectly (if, e.g., external actions of the adversary affect the messages sent by the parties).

For example, in a web cookie, where the user's own actions influence the contents of the cookie
being stored on his computer.

To formally model the above we allow the adversary to request MAC tags for any messages of its
choice. Formally, we give the adversary access to a MAC Mack (+); the adversary can repeatedly
submit any message m of its choice to Maci(:), and is given in return a tag t « Maci(m). (For a
fixed-length MAC, only messages of the correct length can be submitted.)

We will consider it a “break” of the scheme if the adversary is able to output any message m along
with a tag t such that:

1. tis avalid tag on the message m (i.e., Vrfyx(m,t) = 1)

2. the adversary had not previously requested a MAC tag on the message m

The first condition means that if the adversary were to send (m, t) to one of the honest parties,
thenthis party would be mistakenly fooled into thinking that m originated from the legitimate party
since Vrfyi(m, t) = 1.

51



The second condition is required because it is always possible for the adversary to just copy a
message and MAC tag that were previously sent by one of the legitimate parties (and, of course,
these would be accepted as valid). Such a replay attack is not considered a “break” of the
message authentication code. This does not mean that replay attacks are not a security concern;
they are, and we will discuss them later on.

A MAC satisfying the level of security specified above is said to be existentially unforgeable
under an adaptive chosen-message attack.

“Existential unforgeability” refers to the fact that the adversary must not be able to forge a valid
tag on any message.

“Adaptive chosen-message attack” refers to the fact that the adversary is able to obtain MAC

tags on arbitrary messages chosen adaptively during its attack.

SENDER RECEIVER
MESSAGE MESSAGE
MAC [ MESSAGE | MAC
Key (K)— | Algorithm Key (K) —> | Algorithm

RN !

»@«
¥

MAC: If the same MAC is found: then
Message Authentication Code the message is authentic and
integrity checked

Else: something is not right.

Figure 7 Message Authentication Code (Source Wikipedia)

Toward the formal definition, consider the following experiment for a message authentication code

II= (Gen, Mac, Vrfy), an adversary A, and value n for the security parameter:

1. AKkey kis generated by running Gen(1")

2. The adversary A is given input 1" and access to Mack(-). The adversary eventually outputs
(m, t). Let Q denote the set of all queries that A asked Macx(-)

3. A succeeds if and only if:
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a) Vrfyu(m, t) =1
b) mEQ

A MAC is secure if no efficient adversary can succeed in the above experiment with non-negligible
probability.
Therefore, we can conclude that:
A message authentication code /= (Gen, Mac, Vrfy) is existentially unforgeable under an
adaptive chosen-message attack, or just secure, if for all probabilistic polynomial-time adversaries
A, there is a negligible function negl such that:

Pr[MacForgean(n) = 1] :s: negl(n)

The above definition is rather strong in two respects:

1. The adversary is allowed to request MAC tags for any messages of its choice

2. The adversary is considered to have “broken” the scheme if it can output a valid tag on any
previously unauthenticated message.

One might object that both these components of the definition are unrealistic and overly strong:

in “real-world” usage of a MAC, the honest parties would only authenticate “meaningful”

messages, and similarly it should only be considered a breach of security if the adversary can

forge a valid tag on a “meaningful” message.

The crucial point is that what constitutes a meaningful message is entirely application dependent.

While some applications of a MAC may only ever authenticate English-text messages, other

applications may authenticate spreadsheet files, others database entries, and others raw data.

Protocols may also be designed where anything will be authenticated—in fact, certain protocols

for entity authentication do exactly this. By making the definition of security for MACs as strong

as possible, we ensure that secure MACs are broadly applicable for a wide range of purposes,

without having to worry about compatibility of the MAC with the semantics of the application.

We emphasize that message authentication codes on their own, offer no protection against replay

attacks.

Replay attacks are when a previously sent message (and its MAC tag) are replayed to an honest

party. Replay attacks are a serious concern.

Consider the scenario where a user (say, Alice) sends a request to her bank to transfer €1,000

from her account to some other user (say, Bob). In doing so, Alice can compute a MAC tag and

append it to the request so the bank knows the request is authentic.
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If the MAC is secure, Bob will be unable to intercept the request and change the amount to
€10,000 because this would involve forging a valid tag on a previously unauthenticated message.
However, nothing prevents Bob from intercepting Alice’s message and replaying it ten times to
the bank. If the bank accepts each of these messages, the net effect is that €10,000 will be
transferred to Bob’s account rather than the desired €1,000.

Two common techniques for preventing replay attacks are to use sequence numbers (also
known as counters) or time-stamps.

The first approach, requires the communicating users to maintain (synchronized) state, and can
be problematic when users communicate over a lossy channel where messages are occasionally
dropped.

In the second approach, using time-stamps, the sender prepends the current time T (say, to the
nearest millisecond) to the message before authenticating, and sends T along with the message
and the resulting tag t. When the receiver obtains T, m, t, it verifies that tis a valid tag and that T
is within some acceptable clock skew from the current time T~ at the receiver. This method has
certain drawbacks as well, including the need for the sender and receiver to maintain closely
synchronized clocks, and the possibility that a replay attack can still take place if it is done quickly

enough (specifically, within the acceptable time window).

Pseudorandom functions are a natural tool for constructing secure message authentication codes.
Intuitively, if the MAC tag t is obtained by applying a pseudorandom function to the message m,
then forging a tag on a previously unauthenticated message requires the adversary to correctly
guess the value of the pseudorandom function at a “new” input point.

The probability of guessing the value of a random function on a new point is 27" (if the output
length of the function is n). The probability of guessing such a value for a pseudorandom function
can be only negligibly greater.

This idea can be expressed as follows:

Let F be a pseudorandom function. Define a fixed-length MAC for messages of length n as follows:

1. Mac: on input a key k @ {0, 1}" and a message m B {0, 1}", output the tag t @ Fi(m)

2. Vrfy:oninputakey k@ {0,1}",amessage m@{0,1}",andatagt@ {0,1}", output 1 if ad
only if t =Fi(m)

CBC-MAC is a standardized message authentication code used widely in practice. A basic

version of CBC-MAC, secure when authenticating messages of any fixed length, is given below:
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Let F be a pseudorandom function, and fix a length function I > 0. The basic CBC-MAC
construction is as follows:
1. Mac: oninput akey k @ {0, 1}" and a message m of length I(n) - n, do the following:
a. Parse mas m =m;y,.., m;where each m;is of lengthn
b. Setty@ 0" Then,fori=1tol sett; & Fi(ti-1 & m;)
2. Vrfy:oninput a key k @ {0, 1}", a message m, and a tag t, do: If mis not of length I(n) - n
then output 0. Otherwise, output 1 if and only if t = Mack(m)

Over the last weeks, we studied how it is possible to obtain secrecy in the private-key setting
using encryption. This week, we have shown how to ensure integrity using message
authentication codes.

One might naturally want to achieve both goals simultaneously, and this is the problem we turn
to now.

It is best practice to always ensure secrecy and integrity by default in the private-key setting.
Indeed, in many applications where secrecy is required it turns out that integrity is essential also.
Moreover, a lack of integrity can sometimes lead to a breach of secrecy.

At an abstract level, our goal is to realize an “ideally secure” communication channel that provides
both secrecy and integrity.

Such a definition is extremely hard, instead, lets provide a simpler set of definitions that treat
secrecy and integrity separately.

These definitions and our subsequent analysis suffice for understanding the key issues at hand.
Let Il = (Gen, Enc, Dec) be a private-key encryption scheme. As mentioned already, we define
security by separately defining secrecy and integrity. The notion of secrecy we consider is that
we require to be secure against chosen-ciphertext attacks (CCA-Secure)

We are concerned about chosen-ciphertext attacks here because we are explicitly considering an
active adversary who can modify the data sent from one honest party to the other. Our notion of
integrity will be essentially that of existential unforgeability under an adaptive chosen-message
attack. Since Il does not satisfy the syntax of a message authentication code, however, we
introduce a definition specific to this case.

Consider the following experiment defined for a private-key encryption scheme Il= (Gen,
Enc, Dec), adversary A, and value n for the security parameter

The unforgeable encryption experiment EncForgean(n):

1. Run Gen(1")to obtain a key k

2. The adversary Ais a given input 1" and access to an encryption Enci(-)
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3. Letm B Deci(c), and let Q denote the set of all queries that A asked its encryption Enc(-).

The output of the experimentis 1 if and only if m & Q

Using the experiment described we can conclude to two definitions:
1. A private-key encryption scheme Il is unforgeable if for all probabilistic polynomial-time
adversaries A, there is a negligible function negl suchthat
Pr[EncForgeau(n) = 1] :s: negl(n)
2. A private-key encryption scheme is an authenticated encryption scheme if it is CCA-secure

and unforgeable.

Aim/Objectives

The purpose of the 7" Week is to introduce the concept of Message Authentication Codes
(MACs). The notions of message integrity and message authentication are explained with
example scenarios. We take a look at the HTTP protocol and how one can edit information to
affect shopping cards or even replay messages to transfer money. Then we explain how stream
ciphers and pseudorandom generators can be used to help solve the problems.

Learning Outcomes

After the successful completion of the 7" Week, students should be able to:
¢ Evaluate Message Authentication Codes
e Explain the term Message Integrity
e Give scenarios that Message Integrity is really important
e Explain the use of pseudorandom generators as well as stream ciphers in the context of
MACs
e Explain the term Existential Unforgeability

¢ Evaluate attacks such as Adaptive Chosen-Message
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Key Words

MAC Guarantee Authentication
m'lr"\'téér'ify”m - Existential Unforgeability Tag
Significant Attacks PPT Algorithms Replay Attack

Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 12 “Message Authentication Codes (MACs)”

The twelfth Chapter of this book introduces MACs, shows the basic principle behind MACs as
well as the security properties that can be achieved using MACs. In addition, it explains the
relationship between MACs, hash functions and block ciphers.

Suggestions for further reading
e Message Authentication Code by WikiAudio [Youtube Video], Available at
https://www.youtube.com/watch?v=N6tKTi9ZcJO
This video explains how MACs work and how are used in real life
¢ Bernstein D.J. (2005) The Poly1305-AES Message-Authentication Code. In: Gilbert H.,
Handschuh H. (eds) Fast Software Encryption. FSE 2005. Lecture Notes in Computer
Science, vol 3557. Springer, Berlin, Heidelberg

Self-Assessment Exercises

Exercise 7.1

Give an example in which message integrity is needed

Exercise 7.2

Give an example in which an attack can affect a message encrypted using stream ciphers
Exercise 7.3

Explain the aim of MAC and explain how it works
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Exercise 7.4

Give a formal definition of MAC

Recommended time for the student to work

15 hours
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HASH FUNCTIONS

8th Week

Summary

In this week, we will discuss the idea of hash functions. We will discuss the different types of hash
functions such as the keyed and unkeyed ones, as well as how hash functions are used. In

addition, we will discuss collision resistance as well as preimage resistance terms.

Introductory Remarks

At the most basic level, a hash function provides a way to map a long input string to a shorter
output string sometimes called a digest. The primary requirement is to avoid collisions, or two
inputs that map to the same digest.
Collision-resistant hash functions have numerous uses. One example is HMAC, achieving domain
extension for message authentication codes. Beyond that, hash functions have become
ubiquitous in cryptography, and they are often used in scenarios that require properties much
stronger than collision resistance.
It has become common to model cryptographic hash functions as being “completely
unpredictable”. Hash functions are intriguing in that they can be viewed as lying between the
worlds of private and public-key cryptography.
On the one hand, they are (in practice) constructed using symmetric-key techniques, and many
of the canonical applications of hash functions are in the symmetric-key setting. From a theoretical
point of view, however, the existence of collision-resistant hash functions appears to represent a
gualitatively stronger assumption than the existence of pseudorandom functions.
Hash functions may be split into two classes:

1. Unkeyed hash functions: whose specification dictates a single input parameter (a

message)
2. Keyed hash functions: whose specification dictates two distinct inputs, a message and
a secret key

For actual use, a more goal-oriented classification of hash functions (beyond keyed vs. unkeyed)

is necessary, based on further properties they provide and reflecting requirements of specific

59



applications. Of the numerous categories in such a functional classification, two types of hash
functions will be discussed in this course:

1. Modification Detection Codes (MDCs), also known as manipulation detection codes,
and less commonly as message integrity codes (MICs), the purpose of an MDC is to
provide a representative image or hash of a message. The end goal is to facilitate, in
conjunction with additional mechanisms, data integrity assurances as required by specific
applications. MDCs are a subclass of unkeyed hash functions, and themselves may be
further classified as:

i.  one-way hash functions (OWHFs): for these, finding an input which hashes to a
pre-specified hash-value is difficult

ii.  collision resistant hash functions (CRHFs): for these, finding any two inputs having
the same hash-value is difficult.

2. Message Authentication Codes (MACs), the purpose of a MAC is (informally) to
facilitate, without the use of any additional mechanisms, assurances regarding both the
source of a message and its integrity (See Lecture 7). MACs have two functionally distinct
parameters, a message input and a secret key; they are a subclass of keyed hash

functions.

Hash Functions

Hash functions are simply functions that take inputs of some length and compress them into
short, fixed-length outputs. The classic use of hash functions is in data structures, where they
can be used to build hash tables that enable 0(1) lookup time when storing a set of elements.
Specifically, if the range of the hash function H is of size N, then element x is stored in row H(x)
of atable of size N. To retrieve x, it suffices to compute H(x) and probe that row of the table for
the elementsstoredthere. A“good”hashfunctionforthis purposeisonethatyieldsfewcollisions,
where a collision is a pair of distinct items x and x’ for which H(x) = H(x"); in this case we also

say that x and x’ collide.
Collision Resistance

Collision-resistant hash functions are similar in spirit. Again, the goal is to avoid collisions.
However, there are fundamental differences. For one, the desire to minimize collisions in the
setting of data structures becomes a requirement to avoid collisions in the setting of cryptography.
Furthermore, in the context of data structures we can assume that the set of data elements is

chosen independently of the hash function and without any intention to cause collisions. In the
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context of cryptography, in contrast, we are faced with an adversary who may select elements
with the explicit goal of causing collisions. This means that collision-resistant hash functions are
much harder to design.
Informally, a function H is collision resistant if it is infeasible for any probabilistic polynomial-
time algorithm to find a collision in H. We will only be interested in hash functions whose domain
is larger than their range. In this case collisions must exist, but such collisions should be hard to
find. Formally, we consider keyed hash functions. That is, H is a two-input function that takes as
input a key s and a string x, and outputs a string H*(x) @ H(s, x). The requirement is that imust be
hard to find a collision in H*for a randomly generated key s. There are at least two differences
between keys in this context and keys as we have used them until now:

1. Not all strings necessarily correspond to valid keys (i.e., H* may not be defined for certain s),
and therefore the key s will typically be generated by an algorithm Gen rather than being
chosen uniformly.

2. More importantly, this key s is (generally) not kept secret, and collision resistance is required
even when the adversary is given s. In order to emphasize this, we superscript the key and

write H’rather than H..
Formal Definitions

A hash function (with output length I) is a pair of probabilistic polynomial-time algorithms (Gen, H)

satisfying the following:

1. Gen is a probabilistic algorithm which takes as input a security parameter 1" and outputs a
key s. We assume that 1"is implicit in s

2. Htakes as input a key s and a string x & {0, 1} and outputs a string H5(x) B {0, 1}! (where

n is the value of the security parameter implicit in s)
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Input Digest

e cryp;%%rr]aphlc »| DFCD 3454 BBEA 788A 751A

Funetian 696C 24D9 7009 ca99 2p17
Ehrﬁ rse(l\tg’: cryplt‘]c;gsrhaphlc 0086 46BB FBTD CBE2 823C
Jthe Ft))lue doi > i ot . ACC7 6CD1 90B1 EE6E 3ABC
?;hrﬁ "g‘(’):‘é’; crypﬁzgsrhaphlc 8FD8 7558 7851 4F32 D1C6
Jthe ‘t))Iue o > ol o ™ 1681 79A9 ODA4 AEFE 4819
Lhrﬁ rs‘ig’l’: crypltqc;%rhaphlc FCD3 7FDB 5AF2 C6FF 915F
{:he Fl;Iue o1 > o ™ D401 COA9 7D9A 46AF FB45
Lhrﬁ r:‘(’);‘:x Cryp;‘;%rhaph'c SACA D682 D588 4C75 4BF4
Jthe Ft’)lue o > Bieceisns > 1799 7D88 BCF8 92B9 6A6C

Figure 8 Hash Function (Source Wikipedia)

If H*® is defined only for inputs x @ {0, 1)1 and ‘(n) > I(n) , then we say that (Gen, H) is a fixed-
length hash function for inputs of length I’. In this case, we also call Ha compression function.
In the fixed-length case we require that I"be greater than I. This ensures that the function
compresses its input. In the general case the function takes as input strings of arbitrary length.
Thus, it also compresses (albeit only strings of length greater than I(n)). Note that without
compression, collision resistance is trivial (since one can just take the identity function H5(x) =

X).

We now proceed to define security. As usual, we first define an experiment for a hash function
I1= (Gen, H), an adversary A, and a security parameter n. The collision-finding experiment
Hash - collau(n):

1. Akey s is generated by running Gen(1")

2. Theadversary A is given s and outputs x, X’. (If I/ is a fixed-length hash function for inputs of

length I(n), then we require x, x" & {0, 1}!' ("))
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3. The output of the experiment is defined to be 1 if and only if x -= x"and H*(x) = H(x"). In
such a case we say that A has found a collision
A hash function II= (Gen, H), is collision resistant if for all probabilistic polynomial-time adversaries
A there is a negligible function negl such that:
Pr{HashCollau(n) = 1] :s: negl(n)

Preimageresistance:foressentially all pre-specified outputs, itis computationally infeasible to
find any input which hashes to that output, i.e., to find any preimage x’ such that h(x") =y when
given any y for which a corresponding input is not known. (one-way)

2nd-preimageresistance:itiscomputationallyinfeasible tofind any second inputwhich hasthe

same output as any specified input, i.e., given x, to find a 2nd-preimage x’-= x such that h(x) =
h(x").
Unkeyed hash functions

Cryptographic hash functions used in practice generally have a fixed output length (just as block
ciphers have a fixed key length) and are usually unkeyed, meaning that the hash function is just a
fixed function H: {0, 1}% — {0, 1}'. This is problematic from a theoretical standpoint since for any
such function there is always a constant-time algorithm that outputs a collision in H: the algorithm
simply outputs a colliding pair (x, x") hardcoded into the algorithm itself. Using keyed hash
functions solves this technical issue since it is impossible to hardcode a colliding pair for every
possible key using a reasonable amount of space (and in an asymptotic setting, it would be
impossible to hardcode a colliding pair for every value of the security parameter).

Notwithstanding the above, the (unkeyed) cryptographic hash functions used in the real world are
collision resistant for all practical purposes since colliding pairs are unknown (and computationally
difficult to find) even though they must exist. Proofs of security for some construction based on
collision resistance of a hash function are meaningful even when an unkeyed hash function H is
used, as long as the proof shows that any efficient adversary “breaking” the primitive can be used
to efficiently find a collision in H. (All the proofs in this book satisfy this condition.) In this case, the
interpretation of the proof of security is that if an adversary can break the scheme in practice, then

it can be used to find a collision in practice, something that we believe is hard to do.
Weaker Notions of Security

In some applications it suffices to rely on security requirements weaker than collision resistance.

These include:
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Second-preimage or target-collision resistance: Informally, a hash function is second preimage
resistant if given s and a uniform x it is infeasible for a PPT adversary to find x"-= x such that
HS(x") = H(x).

Preimage resistance: Informally, a hash function is preimage resistant if given s and a uniform y it is
infeasible for a PPT adversary to find a value x such that H5(x) = y. (This essentially means that
H? is one-way.)

Any hash function that is collision resistant is also second preimage resistant. This holds since
if, given a uniform x, an adversary can find x’-= x for which H°(x") = H*(x), then it can clearly
find a colliding pair x and x’. Likewise, any hash function that is second preimage resistantis
also preimage resistant. This is due to the fact that if it were possible, giveny, to find an x such
that H(x) =y, then one could also take a given input x’, compute y Bl H*(x"), and then obtain
an x with H°(x) = y. With high probability x"-= x (relying on the fact that H compresses, and so
multiple inputs map to the same output), in which case a second preimage has been found.

The objective of an adversary who wishes to “attack” an MDC is as follows:
1. to attack a OWHF: given a hash-value y, find a preimage x such that y = h(x); or given
one such pair (x, h(x)), find a second preimage x’such that h(x") = h(x)
2. to attack a CRHF: find any two inputs x, x" such that h(x") =h(x)

The objective of an adversary who wishes to “attack” a MAC is as follows:
to attack a MAC: without prior knowledge of a key k, compute a new text-MAC pair

(%, hk(x)) for some text x -= x;, given one or more pairs (x; hx(xi))

Aim/Objectives

The purpose of the 8" Week is introduce the concept of hash functions. We explain the basics of
hash functions and how they work as well as some of their features such as collision-resistance,
preimage-resistance as well as keyed and unkeyed hash functions. In addition we discuss
modification detection codes as well as one-way hash functions and collision resistant hash

functions

Learning Outcomes

After the successful completion of the 8" Week, students should be able to:
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e Evaluate the use of hash functions

o Explain keyed and unkeyed hash functions

¢ Evaluate Modification Detection Codes (MDCs) and explain One-Way hash functions and
Collision-Resistant hash functions

e Explain collision-resistance, preimage-resistance and 2" preimage-resistance

Key Words
i bi'g'ééf S Compression Urieyed
Modification Detection Collision Resistance Preimage Resistance
' OWHF CRHF Keyed

Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 11 “Hash Functions”

The eleventh Chapter of this book introduces Hash functions and explains why they play an
important role in modern cryptography. In addition, it explains why they are required in digital
signature schemes. It shows the most important properties of hash functions and performs a

security analysis on them.

Suggestions for further reading
e Hashing Algorithms and Security — Computerphile, [Youtube Video], Available at:
https://www.youtube.com/watch?v=b4b8ktEV4Bg
e Coron JS., Dodis Y., Malinaud C., Puniya P. (2005) Merkle-Damgard Revisited: How to
Construct a Hash Function. In: Shoup V. (eds) Advances in Cryptology — CRYPTO 2005.
CRYPTO 2005. Lecture Notes in Computer Science, vol 3621. Springer, Berlin,
Heidelberg
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Self-Assessment Exercises

Exercise 8.1

Briefly explain what a hash function is

Exercise 8.2

Give the two hash function classes

Exercise 8.3

Give the categories in which hash functions are used
Exercise 8.4

Explain what are collision-resistance, preimage resistance and 2nd-preimage resistance

Individual Assignment (20 points)

The individual assignment includes solving questions related to the syllabus covered in this
course. The questions can vary from practical ones, to essay style questions asking to use your
current skills in order to describe existing cryptography protocols.

In addition, there will be one exercise asking to implement using any programming language, one
of the protocols already taught in the course.

This assignment counts 20% of the final course mark.

You will need approximately 20 hours to solve this Individual Assignment.

Recommended time for the student to work

35 hours
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NUMBER THEORY AND CRYPTOGRAPHY

oth Week

Summary

In this week we are going to study the fundamental principles behind Public-Key Cryptography.
We will discuss the number theory and the building blocks that are used in public key

cryptography. In addition, we will see how public key cryptography was first proposed.

Introductory Remarks

Greatest Common Divisor

The greatest common divisor of two integers a, b written as gcd(a, b), is the largest integer ¢
such that c/a and c/b. (Note: gcd(a, b) = gcd(/al, [b]) and gcd(b, 0) = gcd(0, b) = b)

If pis prime, then gcd(a, p) is either equal to 1 or p. If gcd(a, b) = 1 then a and b are relatively
prime.

Formally, let a, b be positive integers. Then there exists integers X, Y such that Xa + Yb = gcd(a,
b). Furthermore, gcd(a, b) is the smallest positive integer that can be expressed inthis way.

If c/ab and gcd(a, c) = 1then c/b. Thus, if p is prime and p/ab then either p/a or p/b.

If a/N, b/N and gcd(a, b) = 1 then ab/N.

Modular Arithmetic

Leta b, N @ "1 with N > 1. We use the notion a mod N to denote the remainder of a upon division
by N. In detail, there exist unique g, r with a = gN + rand 0 :s: r < N, and we define a mod N to
be equal to this r. We say that a and b are congruent modulo N, written a = b mod N, if a
mod N = b mod N. (i.e. the remainder when a is divided by N is the same as the remainder
when b is divided by N)

Congruence modulo N is an equivalent relation. i.e. it is reflexive (a = a mod N for all a),
symmetric (a=b mod N impliesb =a mod N) and transitive (ifa=bmodNandb= c
mod N, then a = c mod N)
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Congruence modulo Nobeysthe standard rules of arithmetic withrespectto addition, subtraction
and multiplication, for example if a = a“mod N and b = b"mod N then (a + b) = (a" + b") mod N
and ab =ab"mod N

Congruence modulo N does not (in general) respect division. That is, if a=a"mod Nand b =

U
b"'mod N then it is not necessarily true that =< mod N.
b bY

In fact, the expression ¢ Jgﬂod N is not always well-defined. As a specific example that often
causes confusion, ab = cb mod N does not necessarily imply that a = c mod N.

In certain cases, however, we can define a meaningful notion of division. If for a given integer b
there exists an integer ¢ such that bc = 1 mod N, we say that b is invertible modulo N and call
c a (multiplicative) inverse of b modulo N. Clearly, 0 is never invertible.

Itis also not difficult to show that if ¢ is a multiplicative inverse of b modulo N then sois c mod N.
Furthermore, if ¢’ is another multiplicative inverse of b then ¢ mod N = ¢'mod N. When b is
invertible we can therefore simply let b denote the unique multiplicative inverse of b that lies in
the range {1,..,N -1}.

When b is invertible modulo N, we define division by b modulo N as multiplication by b1 (i.e.,
we definef mod N @ ab’mod N ). We stress that division by b is only defined when b is

invertible. If ab = ch mod N and b is invertible, then we may divide each side of the equation by
b (or multiply each side by b?) to obtain

(ab) -b1=(cb) -bTmodN @ a=cmodN
Formally, let b, N be integers, with b 2: 1 and N > 1. Then bis invertible modulo N if and only if
gcd(b, N) = 1

Groups

Let C be a set. A binary operation @ on Cis simply a function & (--) that takes as input wo
elements of C. If g, h @ C then instead of using the difficult notation @ (g, h) we write g h
Definition: A group is a set C along with a binary operation & for which the following conditions
hold:
* Closure:Forallg h@d C,gRlh2C
+ Existence of an identity: There exists and identity e @ C such that forallg @ C, e @ gg
=gle
+ Existenceofinverses:Forallg & Cthere existsanelementh & Csuchthatg@ h = eh
@ g. Such an his called an inverse ofg

. Associativity: For all 91, 92 93 C, (g1 gz) g3 =01 (gz g3)
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When C has a finite number of elements, we say Cis finite and let /C/ denote the order of the
group (thatis, the number of elementsin C). A group Cwith operation & is abelian if the following
holds:

« Commutativity: Forallg h®@ C,gBh=hRg
Associativity implies that we do not need to include parentheses when writing long expressions;
that is, the notation g; @ g- ... g» iS unambiguous since it does not matter in what order we evaluate
the operation (.
Ingeneral, we will notuse the notation & to denote the group operation. Instead, we will use either
additivenotationormultiplicative notationdependingonthe groupunderdiscussion. Thisdoes
not imply that the group operation corresponds to integer addition or multiplication; it is merely
useful notation. When using additive notation, the group operation applied to two elements g, h
is denoted g + h; the identity is denoted by O; the inverse of an element g is denoted by -g; and
we write A - g in place of h + (-g). When using multiplicative notation, the group operation
applied to g, h is denoted by g& h or simply gh; the identity is denoted by 1; the inverse of an

element g is denoted by g'1; and we sometimes write # in place of hg!.
g

Finally, we formalise something called “cancellation law” for groups. Let C be a group and
a, b, c@C. If ac = bc, then a = b. In particular, if ac = cthen ais the identity in C. It is often useful
to be able to describe the group operation applied m times to a fixed element g, where m is a
positive integer. When using additive notation, we express this as m @ g or mg; thatis

mg =mig R g+PRl+g

m times

When using multiplicative notation, we express application of the group operation mtimes to an

element g by g™. Thatis,
g" B g-g

m times

Observe that -g is the inverse of g and, as one would expect, (-m) + g = - (mg). When
using multiplicative notation, g° @ 1 and g™ B (g°1)". Again, g1 is the inverse of g, and ve
have g™ = (g™)!. Letg @ Cand b 2: 0 be an integer. Then the exponentiation g’ can be
computed using a polynomial number of underlying group operationsin C. Thus, ifthe group
operation can be computed in polynomial time then so can exponentiation.

We now know enough to prove the following remarkable result. Let € be a finite group with m =
/C[, the order of the group. Then for any elementg & C, g™ = 1. Using this we can actually work
module the group order in the exponent. Let C be a finite group with m = [G/ > 1. Then for any

g B Cand any integer x, we have g* = glxmodm/,
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Let C be a finite group with m = [C/ > 1. Let e > 0 be an integer, and define the function f.:
G - G by fdg)=g° |If gcd(e, m) = 1, then f.is a permutation. Moreover, ifd=

eI mod mthen f; is the inverse off..
Group 1y

As discussed, the set Zy={0,..., N - 1}is a group under addition modulo N. Can we define
a group with respect to multiplication modulo N?
In doing so, we will have to eliminate those elements in Zy that are not invertible; e.g., we will
have to eliminate 0 since it has no multiplicative inverse. Nonzero elements may also fail to be
invertible. Which elements b @ {1,...,N - 1} are invertible modulo N?
We already know that these are exactly those elements b for which gcd(b, N) = 1
We have also seen that whenever b is invertible, it has an inverse lying in the range
{1,...,N - 1}.
This leads us to define, for any N > 1, the set
'‘WRA{b@A{1,..,N -1}/ gcd(b, N) = 1}
i.e. "17 consists of integers in the set {1,..,N - 1} that are relatively prime to N. The group

operation is multiplication modulo N, i.e. ab & [ab mod NJ.

We claim that "1%is an abelian group with respect to this operation. Since 1 is always in 1%, the
N N

set clearly contains an identity element. The discussion above shows that each element in "17
has a multiplicative inverse in the same set. Commutativity and associativity follow from the fact
that these properties hold over the integers. To show that closure holds, let g, b 17, fen [ab
mod N] has inverse [b2a! mod N], which means that gcd(fab mod N],N) = 1 and so ab @
117,

Summary:

Let N > 1 be an integer. Then "1%is,an abelian group under multiplication modulo N. Define
</(N) @ ["1%, the order of the group "1%. (</is called the Euler phi function.) What is the value of
N N

</(N)?

Firstconsiderthe casewhen N = pisprime. Thenallelementsin{1,..., p - 1} are relatively
prime to p, and so </(p) = I’.,;I=p - 1. Next consider the case that N = pq, where p, g are
distinct primes. Ifanintegeraa@{1,...,N - 1}is notrelatively prime to N, then either p/a or
q/a (a cannot be divisible by both p and g since this would imply pg/a buta < N = pq). The
elements in {1,...,N - 1} divisible by p are exactly the (q - 1) elements p,

2p, 3p, ..., (q - 1)p, and the elements divisible by q are exactly the (p - 1) elements
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q, 2q, ..., (p-1)q. The number of elements remaining (i.e., those that are neither divisible by
p nor q) is therefore given by
(N-1)-(q-1)-(p-1)=pq-p-q+1=(p-1)(q- 1)
We have thus provedthat</(N) = (p - 1)(q - 1) when Nis the product of two distinct primes p
and gq. Let N=][ip¢, where the {p;} are distinct primes and e; 2:1. Then </(N)=

Lot (pi- 1)

Isomorphisms

Two groups are isomorphic if they have the same underlying structure. From a mathematical
point of view, an isomorphism of a group C provides an alternate, but equivalent, way of thinking
aboutC. Fromacomputational perspective, anisomorphism provides adifferentwaytorepresent
elements in C, which can often have a significant impact on algorithmic efficiency.
Let C, IH be groups with respect to the operations B¢, By respectively. A function f: C - IH is an
isomorphism from C to IH if:

1. fis abijection

2. Forallg:, g2 Cwe have f(g: Bcgz) = f{g1) B f(92)
Ifthere exists anisomorphism from Cto IH then we say that these groups are isomorphic and we
write C B IH.
In essence, an isomorphism from Cto IH is just a renaming of elements of C as elements of IH.
(Note that if Cis finite and C B IH, then IH must be finite and of the same size as C) Also, if there
exists an isomorphism £ from C to IH then 1 is an isomorphism from IH to C. It is possible,
however, that f£is efficiently computable while £7 is not (or vice versa). The aim of this section
is to use the language of isomorphisms to better understand the group structure of "1y and "17
when N = pqis a product of two distinct primes. We first need to introduce the notion of a direct
product of groups. Given groups C, IH with group operations B¢,2,y, respectively, we define a new
group Cx IH (the direct product of C and IH) as follows:
The elements of Cx IH are ordered pairs (g, h) with g @ C and h @ [H, thus, if C has n elements
and IH has n’ elements, CxIH has n « n’ elements. The group operation & on CxIH is applied
component-wise; that is:

(9. W) B (g’ h") B (gBcg’hBimh’)

Chinese Remainder Theorem

Let N = pg where p, q > 1 are relatively prime. Then
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"1y@1,x '"1,and .1%@ "1%x 17
N p q
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Moreover, let f'be the function mapping elements x @ {0,...,N - 1} to pairs (xp, x4) With x,
{0,....p -1}and x, @ {0, ..., q - 1} defined by

f(x) B ([x mod p], [x mod q])

Then f£is an isomorphism from "1yto "1, x "1, and the restriction of £to "1%is an isomorphism

from "1%to "1%x " 17
N p q

If two groups are isomorphic, then they both serve as representations of the same underlying
“algebraic structure.” Nevertheless, the choice of which representation to use can affect the
computational efficiency of group operations. We discuss this abstractly, and then in the specific

context of “Iyand "1%.

Proof of Chinese Remainder Theorem
Let Ni=n;n; N;=n;n; N;=nn;

Since N; and n; are relatively prime, this implies that there exist x; x; x3
lel =1 (mOd nl) N2X2 = l(mOd nz) N3X3 = l(mOd n3)

So, 01N1X1 = Qq (mOd nl), 02N2X2 =a; (mOd nz), G3N3X3 = a3 (mOd n3)

Let x = 01N1X1 + 02N2X2 + 03N3X3 ‘

Since n1|N2 and n1|N3, X=QqQ N1X1 (mOd n1)

Since Nix; = 1 (mod nl), 1X = Qq (mod n1)

Similarly, X = a,(mod n,) [X = a3 (mod n3)

Figure 9 Chinese Remainder Theorem Proof

Let C, IH be groups with operations B¢, @4 respectively, and say f'is an isomorphism from Cto

IH where both £and 7 can be computed efficiently.
Then for g;, g- @ C we can compute g = g; B¢ g2 in two ways: either by directly computing the

group operation in C, or via the following steps:
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1. Compute h; = f(g:) and h: = f{(gz)

2. Compute h = h; By hz using the group operation in IH

3. Compute g =f1(h)
This extends inthe natural way when we want to compute multiple group operationsin C (e.g., to
compute g~ for some integer x). Which method is better depends on the relative efficiency of
computing the group operation in each group, as well as the efficiency of computing fand 1.
We now turn to the specific case of computations modulo N, when N = pqis a product of distinct
primes. The Chinese remainder theorem shows that addition, multiplication, or exponentiation
(which is just repeated multiplication) modulo N can be “transformed” to analogous operations
modulo p and gq.
Onethingwe have notyetdiscussed is howto convertback and forth between the representation
of an element modulo N and its representation modulo p and g. The conversion can be carried
out efficiently provided the factorization of N is known. Assuming p and g are known, itis easy to
map an element x modulo N to its corresponding representation modulo p and g:
the element x corresponds to ([x mod p], [x mod q]), and both the modular reductions can be
carried out efficiently.For the other direction, we make use of the following observation:
an element with representation (x,, x;) can be written as

(Xp, Xq) =Xxp (1, 0) +xq+ (0, 1)
So, if we can find elements 1, 1,2 {0,...,N - 1} suchthat 1, < (1, 0)and 1, < (0, 1),
then (appealing to the Chinese remainder theorem) we know that
(xp, Xq) © [(xp* 1p + X4 ¢ 14) mod NJ
Since p, q are distinct primes, gcd(p, q) = 1. We can use the extended Euclidean algorithm to
find integers X, Y such that
Xp + Yy =1
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(Note that Y,=0modqgand Y, =1 - X, =1 mod p. This means that
[Yomod N] < (1, 0); i.e., [Yymod N] = 1,. Similarly, [X, mod N] = 1,)

Input: Integers a, bwitha 2: b >0

Output: (d, X, Y) with d = gcd(a, b) and Xa + Yb =d
if b divides a

return (b, 0, 1)

else

Compute integers g, rwitha=qgb+rand0<r<b

(d X, Y) Bl eGCD(b,r) /Inotethat Xb + Yr=d

return (d Y, X - Yq)

In summary, we can convert an element represented as (x,, x;) to its representation modulo N
in the following way (assuming p and g are known):

1. Compute X, Ysuchthat X, + Y, =1

2. Setl1,:=[Y,modN]and 14: = [X, modN]

3. Compute x:=[(xpe1,+ x5 1q) modN]J
If many such conversions will be performed, then 1,, 1, can be computed once-and-for-all in a

pre-processing phase.
Factoring

We will start discussing about number-theoretic problems that are conjectured to be “hard.” We

begin with a discussion of one of the oldest problems: integer factorization or just factoring.

Given a composite integer N, the factoring problem is to find integers p, g > 1 such that pg = N.
Factoring is a classic example of a hard problem, both because it is so simple to describe and
since it has been recognized as a hard computational problem for a long time (even before its use

in cryptography).

Theproblemcanbesolvedinexponentialtime O(\7‘N e polylog(N))usingtrialdivision:thatis,

by exhaustively checking whether p divides Nfor p =2, ...,I\/Nj.

This method requires +/N divisions, each one taking polylog(N) = [[N//< time for some constant

C.
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This always succeeds because although the largest prime factor of N may be as large as NEthe

smallest prime factor of N can be at most I\/IV]

Although algorithms with better running time are known, no polynomial-time algorithm for factoring
has been demonstrated despite many years of effort.

Consider the following experiment for a given algorithm A and parameter n:

The weak factoring experiment w - Factora(n):

Choose two uniform n-bit integers x;, x:

Compute N:=x; ¢ x2
Ais given N, and outputs X', x >1

P wd P

The output of the experlment is deflned to be 1if X"« x = N, and 0 otherwise.
1 2

We have just said that the factoring problem is believed to be hard. Does this mean that
Pr{w - Factora(n) = 1] :s: negl(n)
is negligible for every PPT algorithm A?

Not at all. For starters, the number N in the above experiment is even with probabilitsﬁ/ 3 (this occurs

when either x; or x: is even); it is, of course, easy for A to factor N in this case.

While we can make A’s job more difficult by requiring A to output integers x’, xrlof Izength n, it
remains the case that x; or x; (and hence N) might have small prime factors that can still be easily
found.

For cryptographic applications, we will need to prevent this.

As this discussion indicates, the “hardest” numbers to factor are those having only large prime
factors. This suggests redefining the above experiment so that x;, x; are random n-bit primes rather
than random n-bit integers, and in fact such an experiment will be used when we formally define
the factoring assumption

For this experiment to be useful in a cryptographic setting, however, it is necessary to be able to

generate random n-bit primes efficiently
Generating Random Primes

A natural approach to generating a random n-bit prime is to repeatedly choose random n-bit
integers until we find one that is prime; we repeat this at most ¢ times or until we are successful.
Note that the algorithm forces the output to be an integer of length exactly n (rather than length at

most n) by fixing the high-order bit of p to “1.” Our convention throughout this course is that
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an “integer of length n” means an integer whose binary representation with most significant bit
equal to 1 is exactly n bits long.
Given a way to determine whether or not a given integer p is prime, the above algorithm outputs
a uniform n-bit prime conditioned on the event that it does not output fail.
The probability that the algorithm outputs fail depends on t, and for our purposes we will want to
set t so as to obtain a failure probability that is negligible in n. To show that the algorithm leads to
an efficient (i.e., polynomial-time in n) algorithm for generating primes, we need a better
understanding of two issues:

1. the probability that a uniform n-bit integer is prime

2. how to efficiently test whether a given integer p is prime.
The distribution of primes

The prime number theorem, an important result in mathematics, gives fairly precise bounds on
the fraction of integers of a given length that are prime. For our purposes, we need only a weak,

one-sided version of that result that we do not prove here:

For any n > 1, the fraction of n-bit integers that are prime is at Ieastgl n

Returning to the approach for generating primes described above, this implies that if we set t

= 3n?then the probability that a prime is not chosen in all t iterations of the algorithm is at most
1 ¢ 1 3nn
(1-")=((1-"_)") ()" _ gn
3n 3n

which is negligible in n. Thus, using poly(n) iterations we obtain an algorithm for which the

probability of outputting fail is negligible in n
Testing primality

The problem of efficiently determining whether a given number is prime has a long history. Inthe
1970s the first efficient algorithms for testing primality were developed.

These algorithms were probabilistic and had the following guarantee: if the input p were a prime
number, the algorithm would always output “prime.” On the other hand, if p were composite, then
the algorithm would almost always output “composite,” but might output the wrong answer
(“prime”) with probability negligible in the length of p.

Put differently, if the algorithm outputs “composite” then p is definitely composite, but if the output
is “prime” then it is very likely that p is prime but it is also possible that a mistake has occurred

(and p is really composite).
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When using a randomized primality test of this sort in the algorithm, the output of the algorithm is
a uniform prime of the desired length so long as the algorithm does not output fail and the
randomized primality test did not err during the execution of the algorithm.

This means that an additional source of error (besides the possibility of outputting fail) is
introduced, and the algorithm may now output a composite number by mistake.

Since we can ensure that this happens with only negligible probability, this remote possibility is of
no practical concern and we can safely ignore it.

A deterministic polynomial-time algorithm for testing primality was demonstrated in a
breakthrough result in 2002. That algorithm, although running in polynomial time, is slower than
the probabilistic tests mentioned above. For this reason, probabilistic primality tests are stillused

exclusively in practice for generating large prime numbers.
Miller-Rabin Test

If p is prime, then the Miller—Rabin test always outputs “prime.” If p is composite, the algorithm
outputs “composite” except with probability at most 2°¢.

Given the preceding discussion, we can now describe a polynomial-time prime-generation
algorithm that, on input n, outputs an n-bit prime except with probability negligible in n; moreover,

conditioned on the output p being prime, p is a uniformly distributed n-bit prime.
Generating Primes of a Particular Form

Itissometimes desirable to generate arandom n-bitprime p of a particular form, forexample,
satisfying p = 3mod4 or such thatp = 2q + 1 where q is also prime (p of the latter type are
called strong primes).

In this case, appropriate modifications of the prime-generation algorithm can be used.

For example, in order to obtain a prime of the form p = 2q + 1, modify the algorithm to generate
a random prime g, compute p : = 2q + 1, and then output p if it too is prime.

While these modified algorithms work well in practice, rigorous proofs that they run in polynomial
time and fail with only negligible probability are more complex (and, in some cases, rely on

unproven number-theoretic conjectures regarding the density of primes of a particular form)
The Factoring Assumption

Let GenModulus be a polynomial-time algorithm that, on input 1", outputs (N, p, q) where

N = pq, and p and q are n-bit primes except with probability negligible in n.

Note: The natural way to do this is to generate two uniform n-bit primes, and then multiply them
to obtain N.

78



Then consider the following experiment for a given algorithm A and parameter n:
The factoring experiment Factora,genmoduius(N):

1. Run GenModulus(1") to obtain (N, p, q)

2. Aisgiven N, and outputs p'q’> 1

3. The output of the experiment is defined to be 1 if p’+ q’= N, and 0 otherwise.
Note that if the output of the experiment is 1 then {p’, ¢’} = {p, q}, unless p or q are composite
(which happens with only negligible probability).
We now formally define the factoring assumption:
Factoring is hard relative to GenModulus if for all probabilistic polynomial-time algorithms A there
exists a negligible function negl such that

Pr[Factoracenmoduus(n) = 1] :s: negl(n)

The factoring assumption is the assumption that there exists a GenModulus relative to which
factoring is hard.

The RSA Assumption

The factoring problem has been studied for hundreds of years without an efficient algorithm being

found. Although the factoring assumption does give a one-way function, it unfortunately doesnot

directly yield practical cryptosystems.

This has motivated a search for other problems whose difficulty is related to the hardness of

factoring. The best known of these is a problem introduced in 1978 by Rivest, Shamir, and

Adleman and now called the RSA problem in their honour.

Given a modulus N and an integer e > 2 relatively prime to </(N), the exponentiation to the e

power modulo N is a permutation.
1

We can therefore define [y¢mod N] (for any y @ ".1) as the unique element of "1y which yields y

when raised to the et power modulo N;
1
That is, x = yemod N if and only if x° =y mod N. The RSA problem, informally, is to compute

[yeimod N] for a modulus N of unknown factorization.

Formally, let GenRSA be a probabilistic polynomial-time algorithm that, oninput 17, outputs a
modulus N that is the product of two n-bit primes, as well as integers e, d > 0 with gcd(e,
</(N)) = 1 and ed = 1 mod </(N).

Such a d exists since eis invertible modulo </(N). The algorithm may fail with probability negligible
in n. Consider the following experiment for a given algorithm A and parameter n:

The RSA experiment RSA - inva cenrsa(n):
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1. Run GenRSA(1") to obtain (N, e, d)

2. Choose a uniformy @ "1y

3. Aisgiven N, e, y, and outputs x @ "37
4

The output of the experiment is defined to be 1 if x* =y mod N, and 0 otherwise.

The RSA problem is hard relative to GenRSA if for all probabilistic polynomial-time algorithms A
there exists a negligible function negl such that

Pr{RSA - invagcenrsa(n) = 1] :s: negl(n)
The RSA assumption is that there exists a GenRSA algorithm relative to which the RSA problem is
hard. A suitable GenRSA algorithm can be constructed from any algorithm GenModulus that

generates a composite modulus along with its factorization.

Aim/Objectives

The purpose of the 9" Week is to introduce all the mathematical concepts needed in order to be
able to understand the concepts used in public-key cryptography. More specifically, the topics
covered include greatest common divisor, prime numbers, modulo as well as groups. In addition,
isomorphisms is described as well as the Chinese remainder theorem. Finally we conclude with
factoring, prime number concepts such as creating, distributing and testing their primality as well

as the factoring and RSA assumptions.

Learning Outcomes

After the successful completion of the 9" Week, students should be able to:
o Explain the term Greatest Common Divisor

e Evaluate modular arithmetic by explaining the terms congruent modulo and invertible
modulo

o Explain groups, the conditions they follow as well as their importance in cryptography
e Explain the term isomorphism

e Evaluate the Chinese remainder theorem

o Explain factoring and factoring assumptions

e Explain the problems of primes, such as generation, distribution and testing

o Explain the RSA assumption
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Key Words

~ Greatest Common Divisor Relative Prime Congruent Modulo
7 invertible Modulo Groups | Cancellation Law
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Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 8 “Public-Key Cryptosystems Based on the
Discrete Logarithm Problem”

The eighth Chapter of this book introduces the basics of algebra, groups, subgroups and cyclic
groups. It shows the discrete logarithm problem in general as well as in the prime fields. It then

shows the important role it has in cryptography.

Suggestions for further reading

¢ The Chinese Remainder Theorem Made Easy by Randell Heyman [Youtube Video],
Available at https://youtu.be/ru7mwWZzJIRQg
This is a perfect example and the easiest practical explanation of the Chinese Remainder
Theorem.

Self-Assessment Exercises

Exercise 9.1
Describe greatest common divisor
Exercise 9.2

Explain congruent modulo and invertible modulo
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Exercise 9.3

Give the conditions that hold when a group is a set € with binary operation
Exercise 9.4

Explain cancellation law

Exercise 9.5

Explain isomorphisms

Exercise 9.6

Explain Chinese remainder theorem

Recommended time for the student to work

15 hours
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KEY MANAGEMENT & PuBLIC-KEY CRYPTOGRAPHY

10t Week

Summary

Up to now we have seen several encryption schemes, that all use a private key that has to be
shared by both honest parties. In this week we will introduce the notion of public key
cryptography, and its advantages compared to private key cryptography.

Introductory Remarks

The biggest problem for all this schemes is how they honest parties will manage to share the
secret private key in the first place.

Itis clear that such a key cannot be sent over public communication channels since we use
encryption in the first place due to the fact that we do not trust public communication. It will be
meaningless to send the key of our encryption through such a communication medium.

The honest parties might have access to a secure channel or they might be co-located for a short
period of time at which they exchange keys. Using a secure channel may not be the best solution.
Imagine what will happen in a large multinational company. Each pair of remote employees will
have to use a secure channel or even visit the other employee in order to exchange keys. A better
solution would be to use a trusted courier service as a secure channel.

Assuming these employees, denoted by N, find a way to share keys with each other. This will
form another significant drawback. Each employee will have to manage and store N - 1 secret
keys. Not only that, but if it also needs a key for each server, database, etc. then the number of
stored keys increases. In addition, all these keys must be stored securely. Imagine what will
happen if one of those employee computer is infected by a virus or any other form of malicious
software.

Even if we solve the problems mentioned above, we will still face problems with open systems.
For example, consider using encryption to send credit-card information to an Internet merchant
from whom you have not previously purchased anything. In such case, private-key cryptography

alone is not a solution.
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To summarize, there are at least three distinct problems related to the use of private-key
cryptography.

a. Key distribution

b. Storing and managing large numbers of secret keys

c. Inapplicability to open systems
Key-Distribution Centers (KDC)
To solve some of the problems mentioned above, is to use a key-distribution center (KDC) to
establish shared keys. Reconsider the large multinational company example. Each employee may
trust one entity that can act as a KDC. The KDC will then help all the employees share pairwise
keys. When a new employee joins, the KDC can share a key with that employee (in person, in a
secure location) as part of that employee’s first day of work.
The KDCwillalsodistribute shared keys betweenthatemployee and all existingemployees. That
is, when the ith employee joins, the KDC could generate 7- 1 keys kj, ..., ki.1, give these keys
to the new employee, and then send key k; to the jth existing employee by encrypting itusing the
key that employee already shares with the KDC.
A much better approach, is to use KDC online to generate keys “on demand” whenever two
employees wish to communicate securely. Let’s say that KDC generates and shares key k4 with
Alice, and kg with Bob. When Alice what to communicate with Bob, she can send a message to
the KDC asking to communicate with Bob. KDC will generate a new random key, the session
key, and send this key ks to Alice encrypted using k4, and to Bob encrypted using ks. Once they
both have the session key, they can use it to communicate and when they finish they just dispose
the key.
Advantages of KDC:

a. Each employee needs to store only one long-term secret key

b. When an employee joins the organization, all that must be done is to set up a key between

this employee and the KDC

Disadvantages of KDC:

a. A successful attack on the KDC will result in a complete break of the system:
The KDC is a single point of failure (can be solved with distribution or backup KDCs but also

increases the points of attack)
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Servers

secure channels

\ + sends a key-request-message

- collects answers

» computes the common key

Figure 10 Distributed Key Distribution Centers (Source www.semanticscholar.org)

KDCs are commonly used in practice, but they still have the problem that at some point, a secure
channel has to be used to share keys.

Thus, they cannot solve the problem of key distribution in open systems. Here is where asymmetry
comes into cryptography; in particular, there are some actions that are easy to perform but very
hard to be reversed. For example, it is easy to multiply two large primes but difficult to recover
those primes from their product.

In 1976, Whitfield Diffie and Martin Hellman realized that such an approach could be used to
create protocols for secure key exchange. These protocols can allow two parties to share a secret
key with the uses of a public communication channel, by performing operations that they can

reverse but an adversary cannot.

The Diffie-Hellman key-exchange protocol

Consider an example with Alice and Bob who run a probabilistic protocol to generate a shared
secret key. Alice and Bob begin by holding the security parameter 1. Alice runs the protocol
(denoted by G) to obtain (C, q, g). She uses (C, q, g) and a uniform x @ "1,to compute hy & ¢

She then sends (C, g, g, ha) to Bob. Bob receives them and uses a uniform y @ "1, to compute
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hp B ¢”. He then uses h, to output kg B hy sgnds hpto Alice. Alice receives hg and she

computes ku @ hi,.

Let’s try that with actual numbers. Alice and Bob agree to use a modulus p = 49 and base g =
11 (has to be a primitive root). Alice chooses a secret integer x = 16, then sends
Bob ha=g*modp
hs= 11'°mod 23 =18
Bob chooses a secret integer y = 24, then sends Alice hg = g” mod p
hg = 11°*mod 23 =6
Alice computes k4 = hgmod p
ka=61°mod 23 =2
Bob computes kg = hvmod p
kg =18**mod 23 =2
Alice and Bob now share the same secret key, “2”.
In order for this protocol to be secure there are some assumptions. At first, a minimal requirement
for security is that the discrete-logarithm problem must be hard relative to G. If not, then an
adversary given the transcript can compute the secret value of one of the patrties (i.e., x) and then
easily compute the shared key using that value. So, hardness of the discrete-logarithm problem
is necessary for the protocol to be secure. But this is not enough for the protocol to be secure, as
it is possible that there are other ways of computing the key ki = ks without explicitly computing x
or y. The computational assumption which would only guarantee that the key g¥ is hard to
compute in its entirety from the transcript, does not suffice either. What is required is that the

shared key g should be indistinguishable from uniform for any adversary given g, g% ¢

So far we have considered only an eavesdropping adversary. Even though they are the most
common attacks, active attacks play a very important role in cryptography. In active attacks, the
adversary sends messages of its own to one or both of the parties. The objective is to impersonate
one of the two parties and gain access to the keys. In addition, there are the man- in-the-middle
attacks where both honest parties are executing the protocol and the adversary is intercepting
and modifying messages being sent from one party to the other. The Diffie—Hellman protocol is
completely insecure against man-in-the-middle attacks. In fact, a man-in-the-middle adversary

can act in such a way that Alice and Bob terminate the protocol with different keys that
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are both known to the adversary, yet neither Alice nor Bob can detect that any attack was carried
out.

The Diffie—Hellman protocol in its basic form is typically not used in practice due to its insecurity
against man-in-the-middle attacks, as discussed above. This does not detract in any way from its
importance. The Diffie—-Hellman protocol served as the first demonstration that asymmetric
techniques could be used to alleviate the problems of key distribution in cryptography.
Furthermore, the Diffie—Hellman protocol is at the core of standardized key-exchange protocols
that are resilient to man-in-the-middle attacks and are in wide use today.

Except from key exchange, Diffie and Hellman introduced in their ground-breaking work the notion
of public-key (or asymmetric) cryptography. In the public-key cryptography, a party who wishes
to communicate securely generates a pair of keys: a public key that is widely disseminated, and
a private key that it keeps secret. Due to the fact that this scheme has two keys, it is called
asymmetric cryptography. Having generated these keys, a party can use them to ensure secrecy
for messages it receives using a public-key encryption scheme, or integrity for messages it sends
using a digital signature scheme.

In a public-key encryption scheme, the public key generated by some party serves as an
encryption key; anyone who knows that public key can use it to encrypt messages and generate
corresponding ciphertexts. The private key serves as a decryption key and is used by the party
who knows it to recover the original message from any ciphertext generated using the matching
public key. Furthermore, the secrecy of encrypted messages is preserved even against an
adversary who knows the encryption. In other words, the (public) encryption key is of no use for
an attacker trying to decrypt ciphertexts encrypted using that key. To enable secret
communication, then, a receiver can simply send her public key to a potential sender, or publicize
her public key on her webpage or in some central database. A public-key encryption scheme thus
enables private communication without relying on a private channel for key distribution.

A digital signature scheme is a public-key analogue of MAC. Here, the private key serves as an
“authentication key” that enables the party who knows this key to generate “authentication tags”
for messages it sends.

The public key acts as a verification key, allowing anyone who knows it to verify signatures issued
by the sender. As with MACs, a digital signature scheme can be used to prevent undetected
tampering of a message. The fact that verification can be done by anyone who knows the public
key of the sender, however, turns out to have far-reaching ramifications. Specifically, it makes it
possible to take a document that was signed by Alice and present it to a third party as proof that

Alice indeed signed the document.
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This property is called non-repudiation and has extensive applications in electronic commerce.
For example, it is possible to digitally sign contracts, send signed electronic purchase orders or
promises of payments, and so on. Digital signatures are also used for the secure distribution of
public keys as part of a public-key infrastructure.
In their paper, Diffie and Hellman set forth the notion of public-key cryptography but did not give
any candidate constructions. A year later, Ron Rivest, Adi Shamir, and Len Adleman proposed
the RSA problem and presented the first public-key encryption and digital signature schemes
based on the hardness of this problem.
We close by summarizing how public-key cryptography addresses the limitations of the private-
key cryptography.

a. Public-key encryption allows key distribution to be done over public channels.

b. Public-key cryptography reduces the need for users to store many secret keys.

c. Finally, public-key cryptography is (more) suitable for open environments where parties

who have never previously interacted want the ability to communicate securely.

o~ Diffie-Hellman Key Exchange Py

Bob and Alice know and have the following : ;

p =23 (a prime number) g = 11 ( a generator)
Alice chooses a secret random numbera = 6 Bob chooses a secret random numberb = 5
Alice computes : A = gamod ) Bob computes : B =g brod )

A=11%mod23=09 B=11"mod23=5

Alice receives B = 5 from Bob ~_ Bob receives A = 9 from Alice

a b
Secret Key = K =B mod p Secret Key = K = A mod p

K= 56mod 23 = K= 95mod 23 =

The common secret key is: 8

N.B. We could also have written : K = gabmod

Figure 11 Diffie-Hellman Key Exchange Protocol (Source www.internetokracy.appspot.com)

Aim/Objectives

The purpose of the 10" Week is to show the basic problems faced with key management as well
as the breakthrough public-key cryptography brings into the world of cryptography. We explain
specific key management problems such as distribution, storing and its problems with open

systems, and we give some existing solutions such as the Key-Distribution Centers (KDCs). We
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then show the Diffie-Hellman key-exchange protocol and we discuss the innovation that protocol

brought to cryptography and how it introduced the world to the public-key cryptography.

Learning Outcomes

After the successful completion of the 10" Week, students should be able to:
¢ Evaluate key management in symmetric cryptography
o Explain the problems of key distribution, key storage and key management
e Explain why symmetric key cryptography is definitely not suitable for open systems
o Evaluate Key-Distribution Centers (KDCs)

¢ Explain the Diffie-Hellman key-exchange protocol

Key Words
Publlc Open Systems Distribution Center
Session Indistinguishable ' Man-in-the-middle
~ Primitive Root Single Point of Failure Impersonation

Annotated Bibliography

Basic

o C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 13 “Key Establishment”

The thirteenth Chapter of this book explains how the keys are established both in symmetric and
in public-key cryptography, and it explains techniques of key distribution.

¢ W. Diffie and M. Hellman, "New directions in cryptography," in IEEE Transactions on
Information Theory, vol. 22, no. 6, pp. 644-654, November 1976.

Suggestions for further reading

o Key Distribution Problem in Cryptography by Nirmal Jeyaraj [Youtube Video], Available at
https://www.youtube.com/watch?v=JzxsxdOUn-w

This video explains the key distribution problem faced in symmetric key cryptography
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Self-Assessment Exercises

Exercise 10.1

Explain the problems faced with private-key cryptography

Exercise 10.2

Explain what Key-Distribution centers are, giving their advantages and disadvantages
Exercise 10.3

Explain the Diffie-Hellman key-exchange protocol

Exercise 10.4

Show how public-key cryptography addresses private-key cryptography limitations
Exercise 10.5

Using your preferred programming language, develop a simple implementation of the Diffie-

Hellman key-exchange protocol.

Activity (5 points)

Graded activity, which includes solving questions related to the syllabus covered up to Week 10,

as well as applying the knowledge gathered up to this week in order to solve problems related to

cryptography.

This activity counts 5% of the final course mark.

You will need approximately 5 hours to solve this Graded Activity

Recommended time for the student to work

20 hours
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PuBLIC-KEY CRYPTOGRAPHY

11th Week

Summary

Public-key cryptography enables private communication without having to agree on any secret
information in advance. In this week will go into further details about public key cryptography.

Introductory Remarks

The differences between private-key and public-key cryptography are enormous. Private-key
requires secret storage of all the keys, whereas public-key requires secrecy for only the private
key. In private-key cryptography, the communicating parties must share the secret key without
allowing any third party to learn it. In public-key, the key can be sent from one party to the other
over a public channel without compromising security. Private-key cryptography uses the same
key for both encryption and decryption whereas public-key cryptography use different keys for
each operation. Furthermore, in public-key, a single key scheme enables multiple senders to
communicate privately with a single receiver, in contrast to the private-key cryptography where a
secret key shared between

two parties enables private communication only between those two parties.

The most important disadvantage of public-key cryptography is the need of computational power.
Public-key encryption is roughly 2 to 3 orders of magnitude slower than private-key encryption.
That means resource-constrained devices are severely affected.

Public-Key Distribution

Up to now we assumed that any adversary is passive, for example the adversary only eavesdrops
on communication between the sender and receiver without interfering with the communication.
But if the adversary tampers all the communication between the honest parties, and these honest
parties share no keys in advance, then privacy simply cannot be achieved. Let's discuss an
example of such an attack. Let’'s say Alice sends her public key pk to Bob but the adversary
replaces it with a key pk of his own (for which it knows the matching private key sk’), then even
though Bob encrypts his message using pk’ the adversary will easily be able to recover the

message (using sk’).
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Similarly, if an adversary is able to change the value of Alice’s public key that is stored in some
public directory, or if the adversary can tamper with the public key as it is transmitted from the
public directory to Bob.

If Alice and Bob do not share any information in advance, and are not willing to rely on some
mutually trusted third party, there is nothing Alice or Bob can do to prevent active attacks of this
sort, or even to tell that such an attack is taking place.

For the purposes of this course we will assume that the sender is able to receive a legitimate copy

of the receiver’s public key.
Plaintext |  Ciphertext Plaintext
> >

Sender Encrypt Decrypt Recipient

!

Different keys are used to
encrypt and decrypt message

) )

Recipient’s Recipient’s
Public Private
Key Key

Figure 12 Public-Key Cryptography (Source www.profwoodward.org)

Public-Key Cryptography Syntax
A public-key encryption scheme is a triple of probabilistic polynomial-time algorithms (Gen, Enc,
Dec) such that:

a. The key-generation algorithm Gen takes as input the security parameter 1" and outputs a
pair of keys (pk, sk). That is the public key pk and the private key sk. We assume for
convenience that pk and sk each has length atleast n, and that n can be determined from
pk, sk.

b. The encryption algorithm Enc takes as input a public key pk and a message m from some
message space (that may depend on pk). It outputs a ciphertext ¢, and we write this as ¢

« Encpi(m). (Note that Enc needs to be probabilistic to achieve meaningful security.)
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c. Thedeterministic decryption algorithm Dectakes as input a private key sk and a ciphertext
¢, and outputs a message m or a special symbol 1- denoting failure. We write this as m
= Decsi(c).

Itis required that, except possibly with negligible probability over (pk, sk) output by Gen(1"), we

have Decs (Encoi(m)) = m for any (legal) message m.

The important difference from the private-key cryptography is that the key generation algorithm
Gen now outputs two keys instead of one. The public key pk is used for encryption, while the
private key sk is used for decryption. pkis assumed to be widely distributed so that anyone can
encrypt messages for the party who generated this key, but sk must be kept private by the
receiver in order for security to possibly hold.

We allow for a negligible probability of decryption error and, indeed, some of the schemes have
a negligible error probability.

For practical usage of public-key encryption, we will want the message space to be {0, 1}" or

{0, 1}° (and, in particular, to be independent of the public key). Although we will sometimes
describe encryption schemes using some message space M that does not contain all bit-strings
of some fixed length (and that may also depend on the public key), we will in such cases also
specify how to encode bit-strings as elements of M. This encoding must be both efficiently
computable and efficiently reversible, so the receiver can recover the bit-string that was

encrypted.
Chosen-Plaintext Attacks

Given a public-key encryption scheme n = (Gen, Enc, Dec) and an adversary A, consider the
following experiment:
The eavesdropping indistinguishability experiment PubK?'j(n):
a. Gen(1")is run to obtain keys (pk, sk)
b. Adversary A is given pk, and outputs a pair of equal-length messages my, m; in the
message space
c. Auniform bit b @ {0, 1} is chosen, and then a ciphertext ¢ « Enc,«(ms) is computed and
given to A. We call c the challenge ciphertext
d. Aoutputs a bit b’. The output of the experiment is 1 if b’ = b, and 0 otherwise. If b’ =b

we say that A succeeds.
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A public-key encryption scheme n = (Gen, Enc, Dec) n = (Gen, Enc, Dec) has indistinguishable
encryptions in the presence of an eavesdropper if for all probabilistic polynomial-time adversaries
A there is a negligible function negl such that

1
Pr{PubKj/(n) = 1] S negl(n)

Chosen-Ciphertext Attacks

Chosen-ciphertext attacks, in which an adversary is able to obtain the decryption of arbitrary
ciphertexts of its choice, are a concern in the public-key cryptography just as they are in the
private-key cryptography. In fact, they are arguably more of a concern in the public-key
cryptography since there a receiver expects to receive ciphertexts from multiple senders who are
possibly unknown in advance, whereas a receiver in the private-key cryptography intends to
communicate only with a single, known sender using any particular secret key.

Assume an eavesdropper A observes a ciphertext ¢ sent by a sender Sto a receiver R. Broadly
speaking, in the public-key cryptography there are two classes of chosen-ciphertext attacks:

a. A might send a modified ciphertext ¢’to R on behalf of S. In this case, although it is unlikely
that A would be able to obtain the entire decryption m’ of ¢’, it might be possible for A to
infer some information about m’based on the subsequent behavior of R. Based on this
information, A might be able to learn something about the original message m.

b. A might send a modified ciphertext ¢’to R in its own name. In this case, A might obtain the
entire decryption m’of ¢’if Rresponds directly to A. Even if A learns nothing about m’, this
modified message may have a known relation to the original message m that can be
exploited by A.

The CCA indistinguishability experiment PubK“/(pn):

a. Gen(1")is run to obtain keys (pk, sk)

The adversary A is given pk and access to a decryption oracle Decs (). It outputs a pair
of messages my, m; of the samelength

c. A uniform bit b @ {0, 1} is chosen, and then a ciphertext ¢ « Encp«(ms) is computed and
givento A

d. A continues to interact with the decryption oracle, but may not request a decryption of ¢
itself. Finally, A outputs a bit b’

e. The output of the experiment is defined to be 1 if "= b, and 0 otherwise
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A public-key encryption scheme n = (Gen, Enc, Dec) has indistinguishable encryptions under a
chosen-ciphertext attack (oris CCA-secure) iffor all probabilistic polynomial-time adversaries A

there exists a negligible function negl such that

1
Pr[PubKi{(n) = 1] :s: P + negl(n)

Aim/Objectives

The purpose of the 11" Week is to introduce public-key cryptography. We explain how public- key
cryptography enables private communication without the parties having to share a secret key at
the beginning. We explain how keys work in public-key cryptography and how they are distributed.
Finally we explain some attacks that might take place in such a scheme and what they can

achieve.

Learning Outcomes

After the successful completion of the 11" Week, students should be able to:
¢ Evaluate public-key cryptography
e Explain how key distribution is performed in public-key cryptography
e Explain how a chosen-plaintext attack can take place in such a scheme

e Explain how a chosen-ciphertext attack can take place in such a scheme

Key Words

- Computational Power Distribution Eavesdropping

~ Tampering Key Pair Indistinguishable

Annotated Bibliography

Basic

o C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 6 “introduction to Public-Key Cryptography”
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The sixth Chapter of this book introduces the concept of public-key cryptography. In explains why

it is important and it also gives its advantages and disadvantages compared to private-key

cryptography.

Suggestions for further reading

o Public Key Cryptography — Computerphile, [Youtube Video], Available at:
https://www.youtube.com/watch?v=GSIDS_IvRv4

¢ Al-Riyami S.S., Paterson K.G. (2003) Certificateless Public Key Cryptography. In: Laih
CS. (eds) Advances in Cryptology - ASIACRYPT 2003. ASIACRYPT 2003. Lecture Notes
in Computer Science, vol 2894. Springer, Berlin, Heidelberg

Self-Assessment Exercises

Exercise 11.1

Briefly explain how public-key is distributed in public-key cryptography

Exercise 11.2

Give a proper public-key cryptography definition and syntax

Exercise 11.3

Explain chosen-plaintext and chosen-ciphertext attacks in public-key cryptography
Exercise 11.4

Compare Public Key to Private Key cryptography, giving appropriate examples

Recommended time for the student to work

15 hours
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RSA ENCRYPTION

12th Week

Summary

In this week we introduce the RSA Encryption which are encryption schemes based on the RSA
assumption which we defined in week 9.

Introductory Remarks

Even though RSA based encryption is in widespread use today, there is a gradual shift away from
using RSA, and toward using CDH/DDH-based cryptosystems, due to the longer key lengths
required for RSA based schemes.
Plain RSA
Let's describe a simple encryption scheme based on the RSA problem. Even though such a
scheme is insecure, it is a good way to start an RSA based encryption.
Let GenRSA be a PPT algorithm that, on input 17, outputs a modulus N that is the product of two
nb it primes, along with integers e, d satisfying ed = 1 mod </(N). Let N, e, d satisfy the equation,
and let c = m® mod N. RSA encryption relies on the fact that someone who knows d can recover
m from ¢ by computing c¢? mod N. This works because
c?=(m¢)%=me=m mod N

On the other hand, without knowledge of d (even if N and e are known) the RSA assumption
implies that it is difficult to recover m from c, at least if m is chosen uniformly from "15,.
Therefore we can summarise this plain RSA encryption as follows
Let GenRSA be as in the text.

a. Gen:oninput 1" run GenRSA(1") to obtain N, e, and d. The public key is IN, el and the

private key is IN, dl.
b. Enc: oninput a public key pk = N, el and a message m @ '1% compute the ciphertext ¢
= [m¢mod NJ.
c. Dec: oninput a private key sk = IN, di and a ciphertext ¢ @ '1% compute the message m

= [c?mod NJ.
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Figure 13 RSA Encryption Scheme (Source www.researchgate.net)

The factoring assumption implies that it is computationally infeasible for an attacker who is given
the public key to derive the corresponding private key. This is necessary, but not sufficient, fora
public-key encryption scheme to be secure. The RSA assumption implies that if the message m
is chosen uniformly from 37 then an eavesdropper given N, e, and ¢ cannot recover m. But these

are weak guarantees, and fall far short of the level of security we want. In particular, they leave
open the possibility that an attacker can recover the message when it is not chosen uniformly
from " 47 . Inaddition, it does not rule out the possibility that an attacker can learn partial information
about the message, even when it is uniform. Moreover, plain RSA encryption is deterministic and

so must be insecure.

We have already noted that plain RSA encryption is not CPA-secure. Nevertheless, there may be
a temptation to use plain RSA for encrypting “random messages” and/or in situations where
leaking a few bits of information about the message is acceptable. We warn against this in

general, and provide here just a few examples of what can go wrong.

Quadratic Improvement in Recovering M
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Since plain RSA encryptionis deterministic, we knowthatif m < Bthen an attacker can determine
m from the ciphertext ¢ = [m® mod N] in time O(B) using a brute-force attack. One mighthope,
however, that plain RSA encryption can be used if Bis large, i.e., if the message is chosen from
areasonably large set of values. One possible scenario where this might occur is in the context
of hybrid encryption, where the “message” is a random n-bit key and so B = 2". Unfortunately,
there is a clever attack that recovers m, with high probability, in time roughly O(J—B). This can
make a significant difference in practice: a 2%-time attack (say) is infeasible, but an attack running
in time 24°is relatively easy to carry out.

Encrypting short messages using small e

The previous attack shows how to recover a message m known to be smaller than some bound
B in time roughly 0(\/F). Here we show how to do the same thing in time poly(J/INf|) if B :s: N/e.
The attack relies on the observation that when m < N'/¢, raising m to the eth power modulo N
involves no modular reduction. This means that given the ciphertext c = [m® mod N], an attacker
can determine m by computing m 1= c1/¢ over the integers. This can be done easily in time
poly([[c]]) = poly(J[N][) since finding eth roots is easy over the integers and hard only when
working mod N. For small e this represents a serious weakness of plain RSAencryption. For
example, if we take e = 3 and assume [/N/| €} 024 bits, then the attack works even when mis a
uniform 300-bit integer; this once again rules out security of plain RSA even when used as part
of a hybrid encryption scheme.

Encrypting a partially known message

This attack can be viewed as a generalization of the previous one. It assumes a sender who
encrypts a message, part of which is known. Here we rely on a powerful result of Coppersmith
which says:

Let p(x) be a polynomial of degree e. Then in time poly(J/N//, e) one can find all m such that
p(m) = 0 mod N and [m| :s: N'/°.

Due to the dependence of the running time on e, the attack is only practical for small e. In what
follows we assume e = 3 for concreteness. Assume a sender encrypts a message m = ms/[m;
to a receiver with public key IN, 38, where the first portion m; of the message is known but the
second portion m; is not. For concreteness, say m: is k bits long, so m = B « m; + m; where

we let B = 2%, Given the resulting ciphertext c = [(mi//mz)° mod N], an eavesdropper can
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define p(x) @ (25 - m +x)° = ¢, a cubic polynomial. This polynomial has m @S & oot (modulo

2

N), and /m;/ < B. A similar attack works when m; is known but m; isnot.

Aim/Objectives

The purpose of the 12" Week is to show how RSA Encryption works using the RSA assumption.
We show how this can be applied in cryptography but at the same time we show how insecure it

is. Finally, we describe several attacks that can be performed on such a plain RSA scheme.

Learning Outcomes

After the successful completion of the 12" Week, students should be able to:
o Evaluate RSA Encryption
o Explain how RSA assumption can be used in favour of RSA encryption
e Explain quadratic improvement in recovering message m
o Explain the problem of encrypting using small e

o Explain an attack that can be performed if the RSA scheme encrypts a partially known

message
Key Words
RSA Problem Assumption
PPT Uniformly CPA-Secure
“uadratc T Smalle Known Miessage

Annotated Bibliography

Basic

e C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 7 “The RSA Cryptosystem”
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The seventh Chapter of this book explains how RSA works. It gives the practical aspects of RSA,
such as the fast encryption and decryption as well as its computation parameters. Finally, it shows

its security estimations and implementation aspects.

Suggestions for further reading

e Public Key Cryptography: RSA Encryption Algorithm [Youtube Video], Available at:
https://www.youtube.com/watch?v=wXB-V_Keiu8

e Encryption and HUGE numbers - Numberphile [Youtube Video], Available at:
https://www.youtube.com/watch?v=M7kEpw1tn50

e Xin Zhou and Xiaofei Tang, "Research and implementation of RSA algorithm for
encryption and decryption," Proceedings of 2011 6th International Forum on Strategic
Technology, Harbin, Heilongjiang, 2011, pp. 1118-1121.

Self-Assessment Exercises

Exercise 12.1
Explain plain RSA giving a formal definition
Exercise 12.2

Give some examples in which RSA can go wrong

Group Assignment (20 points)

The group assignment includes solving questions related to the syllabus covered in this course.
The questions can vary from practical ones, to essay style questions asking to use your current
skills as a group in order to describe existing cryptography methods, or even program them into
fully working solutions.

In addition, there will be one exercise asking to implement using any programming language, one
of the protocols already taught in the course.

This assignment counts 20% of the final course mark.

You will need approximately 20 hours to solve this Group Assignment.

Recommended time for the student to work
35 hours
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DIGITAL SIGNATURES

13t Week

Summary

Signature schemes allow a signer S who has established a public key pk to “sign” a message
using the associated private key sk in such a way that anyone who knows pk, and knows that this
public key was established by S, can verify that the message originated from S and was not

modified in transit. In this week we will discuss what digital signatures are and how they are used.

Introductory Remarks

As a prototypical application, consider a software company that wants to disseminate software
updates in an authenticated manner; that is, when the company releases an update it should be
possible for any of its clients to verify that the update is authentic, and a malicious third party
should never be able to fool a client into accepting an update that was not actually released by
the company. To do this, the company can generate a public key pk along with a private key sk,
and then distribute pk in some reliable manner to its clients while keeping sk secret. When
releasing a software update m, the company computes a digital signature u on m using its private
key sk, and sends (m, u) to every client. Each client can verify the authenticity of m by checking
that u is a correct signature on m with respect to the public key pk.

A malicious party might try to issue a fraudulent update by sending (m’, u’) to a client, where m’
represents an update that was never released by the company. This m’ might be a modified
version of some previous update, or it might be completely new and unrelated to any prior
updates. If the signature scheme is “secure”, however, then when the client attempts to verify u’
it will find that this is an invalid signature on m’with respect to pk, and will therefore reject the
signature. The client will reject even if m’is modified only slightly from a genuine update m. This
is not just a theoretical application of digital signatures, but one that is used extensively today for

distributing software updates.
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Digital Signatures Compared to Message Authentication Codes (MACSs)

Both MACs and digital signature schemes are used to ensure the integrity of transmitted
messages. Using digital signatures rather than MACs simplifies key distribution and management,
especially when a sender needs to communicate with multiple receivers. By using a digital
signature scheme the sender avoids having to establish a distinct secret key with each potential
receiver, and avoids having to compute a separate MAC tag with respect to each such key.
Instead, the sender need only compute a single signature that can be verified by all recipients.

A gualitative advantage that digital signatures have as compared to MACs is that signatures are
publicly verifiable. This means that if a receiver verifies that a signature on a given message is
legitimate, then all other parties who receive this signed message will also verify it as legitimate.
This feature is not achieved by MACs if the signer shares a separate key with each receiver.
Public verifiability implies that signatures are transferable: a signature u on a message m by a
signer S can be shown to a third party, who can then verify herself that u is a legitimate signature
on m with respect to S’s public

key. By making a copy of the signature, this third party can then show the signature to another
party and convince them that S authenticated m, and so on. Public verifiability and transferability
are essential for the application of digital signatures to certificates and public-key infrastructures.
Digital signature schemes also provide the very important property of non-repudiation. This
means that once S signs a message he cannot later deny having done so. This aspect of digital
signatures is crucial for legal applications where a recipient may need to prove to a third party that
a signer did indeed “certify” a particular message: assuming S’s public key is known to the judge,
or is otherwise publicly available, a valid signature on a message serves as convincing evidence
that Sindeed signed this message. MACs simply cannot provide non-repudiation. Let’'s say users
S and R share a key ksg, and S sends a message m to R along with a (valid) MAC tag tcomputed
using this key. Since the judge does not know ksz, there is no way for the judge to determine
whether tis valid or not. If R were to reveal the key ksz to the judge, there would be no way for the
judge to know whether this is the “actual” key that S and R shared, or whether it is some “fake” key
manufactured by R. Finally, even if we assume the judge can somehow obtain the actual key ksz
shared by the parties, there is no way for the judge to distinguish whether S generated t or whether
R did.

As in the case of private-key vs. public-key encryption, MACs have the advantage of being shorter

and roughly 2—-3 orders of magnitude more efficient to generate/verify than digital signatures.
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Thus, in situations where public verifiability, transferability, and/or non-repudiation are not needed,

and the sender communicates primarily with a single recipient MACs should be used.

Digital signatures are the public-key counterpart of MACs, and their syntax and security
guarantees are analogous. The algorithm thatthe sender applies to a message is here denoted
Sign (rather than Mac), and the output of this algorithm is now called a signature (rather than
a tag). The algorithm that the receiver applies to a message and a signature in order to verify
validity is still denoted Vrfy.

A (digital) signature scheme consists of three probabilistic polynomial-time PPT algorithms (Gen,
Sign, Vrfy) such that:

a. The key-generation algorithm Gen takes as input a security parameter 1" and outputs a
pair of keys (pk, sk). These are called the public key and the private key, respectively. We
assume that pk and sk each has length at least n, and that n can be determined from pk or
sk.

b. Thesigningalgorithm Signtakesasinputaprivate key skand amessage mfromsome
message space (thatmay depend on pk). Itoutputs a signature u, and we write this as
u « Signg(m).

c. The deterministic verification algorithm Vrfy takes as input a public key pk, a message
m, and a signature u. It outputs a bit b, with b = 1 meaning valid and b = 0 meaning
invalid. We write this as b = Vrfy(m, u).

Itisrequired thatexceptwith negligible probability over (pk, sk) outputby Gen(1"), it holds that
Vrfyw(m, Signa(m)) = 1 for every (legal) message m. If there is a function I such that for
every (pk, sk) output by Gen(1") the message space is {0, 1}/, then we say that (Gen, Sign,

Vrfy) is a sighature scheme for messages of length I(n).

A signature scheme is used in the following way. One party S, who acts as the sender, runs
Gen(1") to obtain keys (pk, sk). The public key pk is then publicized as belonging to S. For
example, S can put the public key on its webpage or place it in some public directory. As in the
case of public-key encryption, we assume that any other party is able to obtain a legitimate copy
of §’s public key. When S wants to authenticate a message m, it computes the signature u «
Signqa(m) and sends (m, u). Upon receipt of (m, u), a receiver who knows pk can verify the

authenticity of m by checking whether Vrfy,«(m, u) = 1. This establishes both that S sent m,
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and also that m was not modified in transit. As in the case of MACs, however, it does not say

anything about when m was sent, and replay attacks are still possible.
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Figure 14 Digital Signature (Source www.medium.com)

Aim/Objectives

The purpose of the 13" Week is to introduce the concept of digital signatures. We first examine
the basic principles of digital signatures and then compare them to MACs. We explain why for
some applications are better than MACs but we also discuss the computational cost, and how we
can use MACs if computation cost is important. We then define digital signatures and giving an

example use of it.

Learning Outcomes

After the successful completion of the 13" Week, students should be able to:

o Evaluate digital signatures
o Explain the differences between digital signatures and MACs
o Explain when it is better to use a digital signature and when MACs are preferred

o Explain how digital signatures work giving example usages
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Key Words

~ Digital Signature Public Key Private Key
~ Malicious Party Secure Distribution
Verifiability Transferability Infrastructures

Annotated Bibliography

Basic

o C. Paar and J. Pelzl, Understanding Cryptography: A Textbook for Students and
Practitioners. Springer, 2010, Chapter 10 “Digital Signatures”

The tenth Chapter of this book explains the principles of digital signatures. It describes security
services and the objectives that can be achieved by a security system. It then explains the RSA
digital signature scheme.

Suggestions for further reading
¢ Digital Signatures - Udacity [Youtube Video], Available at:
https://www.youtube.com/watch?v=704dudhA7UI

e Blundo, Carlo and Paolo D'Arco. “Analysis and Design of Distributed Key Distribution
Centers.” Journal of Cryptology 18 (2005): 391-414.

Self-Assessment Exercises

Exercise 13.1

Explain what digital signatures are and how are used
Exercise 13.2

Give the differences between digital signatures and MACs
Exercise 13.3

Give a formal definition of digital signatures

Exercise 13.4

Compare MACs and Digital Signatures
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Recommended time for the student to work

15 hours
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REVISION AND FINAL EXAMINATION

The final examination will consist of a series of questions covering the material covered in this
course.

Those questions will be in the form of multiple choice, essay style questions (mainly for methods
and protocol explanations) as well as more practical questions for solving mathematical equations
applied to cryptography.

The Final Examinations counts 50% of the final course mark.

Recommended time for the student to work

40 hours

Date/Time of Final Exam: TBD
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INDICATIVE ANSWERS TO SELF-ASSESSMENT EXERCISES

Introduction (15' Week)

Exercise 1.1

The sender (Alice) wants to send a message to the receiver (Bob). Alice enumerates (gives them
an ascending serial number) the characters (usually bits) in her message and splits them out each
in a separate packet. Alice predefines a method with Bob so he can authenticate packets and
adds a Message Authentication Code (MAC) to each packet. Alice interleaves the packets with
corresponding bogus packets (called "chaff*) with corresponding serial numbers, arbitrary
characters, and a random number in place of the MAC. She then sends the packets to Bob.

Bob uses the MAC to find the authentic messages and drops the "chaff" messages. This process
is called "winnowing". An eavesdropper located between Alice and Bob would have to tell which
packets are bogus and which are real (i.e. to winnow, or "separate the wheat from the chaff").

That is infeasible if the MAC used is secure.

Exercise 1.2

Pixels are the smallest individual element of an image. The intensity of each pixel is variable. In
colour imaging systems, a colour is typically represented by three or four component intensities
such as red, green, and blue, (RGB Model) or cyan, magenta, yellow, and black (CMYK Model).
The RGB colour model is an additive colour model in which red, green and blue light are added
together in various ways to reproduce a broad array of colours. The name of the model comes
from the initials of the three additive primary colours, red, green, and blue. The main purpose of
the RGB colour model is for the sensing, representation and display of images in electronic
systems, such as televisions and computers, though it has also been used in conventional
photography.

So, each pixel from the image is composed of 3 values (red, green, blue) which are 8-bit values
(the range is 0—255). When working with binary codes, we have more significant bits and less

significant bits.
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The leftmost bit is the most significant bit. If we change the leftmost bit it will have a large impact
on the final value. For example, if we change the leftmost bit from 1to 0 (11111111 to 01111111)
it will change the decimal value from 255 to 127.

On the other hand, the rightmost bit is the less significant bit. If we change the rightmost bit it will
have less impact on the final value. For example, if we change the rightmost bit from 1 to O
(111111211 t0 11111110) it will change the decimal value from 255 to 254. Note that the rightmost
bit will change only 1 in arange of 256 (it represents less than 1%).Therefore we can use rightmost

bit (or bits, we can use the rightmost 2 bits) to hide information.

Exercise 1.3

Plaintext is paired with the random secret pre-shared key (one-time pad), then each character of
the plaintext is encrypted by combining it with the corresponding one-time pad character using
addition. To decrypt it you need the pre-shared secret key to reverse the process.

Suppose Alice wishes to send the message "HELLO" to Bob. The one time pad key that Alice will
use in this case is “XMCKL”. Alice will have to find the numerical values (alphabet location) of
each of the letters in her message, then do the exact same process for the key letters and add the
two numerical values of corresponding message and key letters together. Then Alice will have to
perform modulus 26 (if she uses English. This value is the amount of characters present in the
alphabet used) and use the resulting number as a number indicating a position to find the letter

in the alphabet.

H E L L 0 Message

7 (H) 4 (E) 11 (L) 11 (L) 14 (0) Message with alphabet location
+ 23 (X) 12 (M) 2(C) 10 (K) 11 (L) Key
= 30 16 13 21 25 Message + Key
mod 26 4 (E) 16 (Q) 13 (N) 21 (V) 25 (2) (Message + Key) mod 26

E Q N \Y z Ciphertext

Exercise 1.4

| N T R 0 D U C T | ) N T )
1(8) N(13) | T(19) | R(17) | O(14) | D(3) | U(20) | C(2) | T(19) | 18) | O(14) | N(13) | T(19) | O(14)
+ P(15) | E@) | S(18) | B(1) | U(20) | S(18) | E@4) | D(3) | E(4) | D(3) | E@) | N(13) | A(0) | Y(24)
= 23 17 37 18 34 21 24 5 23 11 | 18 26 19 38
mod26 | 23 17 11 18 8 21 24 5 23 11 | 18 0 19 12
X R L S | \ Y F X L S A T M
C R Y P T 0 G R A P H Y
C(2) | R(7) | Y(28) | P(15) | T(19) | O(14) | G(6) | R(17) | A(0) | P(15) | H(7) | Y(24)
¥ A0) | L(11) | L11) | G(6) | M(12) | N(13) | ¢(2) | o(14) | F(5) | w(22) | 1(8) | s(18)
= 2 28 35 21 31 27 8 31 5 37 15 42
mod26 | 2 2 9 21 5 1 8 5 5 11 15 16
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Exercise 1.5

a) Using the crypto tool provided at http://www.cryptoprograms.com/tools/frequency

Ciphertext English Language
Letter | Frequency (%) Letter | Frequency (%)

L 13.8 E 12.7
A 12 T 9.1
H 8.4 A 8.2
Y 7.7 (o] 7.5
u 7.5 | 6.9
P 7.3 N 6.7
Z 6.9 S 6.3
v 4.9 H 6.1
J 4.1 R 5.9
(0} 4.1 D 4.3
w 3.3 L 4.0
B 29 C 2.8
T 2.6 U 2.8
K 2.2 M 2.4
S 2.2 W 2.4
N 2 F 2.2
F 1.8 G 2

M 1.8 Y 1.9
E 1.4 P 1.9
| 1.4 B 1.5
C 0.4 \Y 0.9
D 0.4 K 0.7
R 0.4 J 0.2
X 0.2 X 0.2
G 0 Q 0.1
Q 0 z 0.1

b) Using the results from part (a), there are several ways we can follow in order to decrypt
the cipher.
The first way is to replace each letter using with the corresponding letter in the English
language using the relative frequency. This can be a very good method, but you might
face some problems in the least frequent letters and you might have to switch
repeatedly to find the correct sequence.
For this particular example, there is a better way to solve it. We already know that this
is a substitution cipher, therefore there has to be a key (or shift, the number of places

you move through the alphabet). Therefore, to find the key we can try as follows
1) Take the most frequent letter in the English language and find the most frequent

in the ciphertext. In this case its E and L. What is the difference in alphabet

positions (shift) between the two letters? The answer is 7.
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2) Take the second most frequent. In this case is T and A. The difference between
the two in alphabet positions starting from T and going to A in ascending order is
7 again.

3) Take the third most frequent. A and H. The difference is again 7.

4) Therefore, this is a really good indication that the key has to be 7

If we use key=7 and try to decode the message we get the following result

plaintext is a term used in cryptography that refers to a message before encryption or after
decryption plain text refers to text consisting entirely of characters that are used in some
written human language as contrasted with sequences of bits that do not represent human
readable characters ciphertext it is the unreadable output of an encryption algorithm the
term cipher is sometimes used as an alternative term for ciphertext. Ciphertext is not
understandable until it has been converted into plain text using a key cipher is the basic
mechanism of encrypting a message using a key

Exercise 1.6
-
Oscar
(bad)
4
I
R T — B
I ~ | -
‘ Alice | ¥ \  insecure chanmel o Baob
d ] 2., Internet [ zood)
(g0od) ':L (eg er;ﬁl_“j (good)
it

There are two users, Alice and Bob, who want to communicate over an insecure channel. The
actual problem starts with the bad guy, Oscar, who has access to the channel, for instance, by
hacking into an Internet router or by listening to the radio signals of a Wi-Fi communication. This

type of unauthorized listening is called eavesdropping.
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Oscar
(bad)
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Alice * encryption Y\ insecure channel il ¥ decryption x Bob
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- e \
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k k
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R

Symmetric cryptography offers a powerful solution: Alice encrypts her message X using a
symmetric algorithm, yielding the ciphertext y. Bob receives the ciphertext and decrypts the
message. Decryption is, thus, the inverse process of encryption. If we have a strong encryption
algorithm, the ciphertext will look like random bits to Oscar and will contain no information
whatsoever that is useful to him.

Problems

The system needs a secure channel for distribution of the key between Alice and Bob. If Oscar
gets hold of the key, he can easily decrypt the message since the algorithm is publicly known.
Hence it is crucial to note that the problem of transmitting a message securely is reduced to the
problems of transmitting a key secretly and of storing the key in a secure fashion.

In this scenario we only consider the problem of confidentiality, that is, of hiding the contents of
the message from an eavesdropper. We will see later that there are many other things we can do
with cryptography, such as preventing Oscar from making unnoticed changes to the message

(message integrity) or assuring that a message really comes from Alice (sender authentication).
Exercise 1.7

Solution using the Python programming language

def charToNum (char) :
alphabet = "abcdefghijklmnopgrstuvwxyz"
num = 1
for letter in alphabet:
if letter == char:
break
else:
num+=1
return num

def numToChar (num) :
alphabet = "abcdefghijklmnopgrstuvwxyz"
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return alphabet[num+1]

def encodeChar (pText, key):
cNum = ( charToNum(pText) + charToNum(key) ) % 26
cText = numToChar (cNum)
return cText

def decodeChar (cText, key):
pNum = charToNum(cText) - charToNum (key)
pText= numToChar (pNum)
return pText

def encode (pText, key):
cText= ""
for 1 in range (0, len(pText)):
cText += encodeChar (pText[i], key[i])

return cText

def decode (cText, key):
pText=""
for i in range (0, len(cText)):
pText += decodeChar (cText[i], keyl[il])
return pText

def main () :
cont=True

choice=""
print ("OTP Program. Key must be less than or equal to plaintext in
length. Plaintext must not contain numbers.")
print ("\nChoices:\nl: Encode\n2: Decode\n3: Quit")
while cont == True:
choice = input (">>> ")
if choice == "1":
print ("Your ciphertext is " + encode (input ("Please enter
your plaintext: "), input ("Please enter your key: ")))
elif choice == "2":
print ("Your plaintext is " + decode (input ("Please enter your
ciphertext: "), input ("Please enter your key: ")))
elif choice == "3":
cont = False
else:
print ("Please choose 1, 2, or 3")
main ()
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Cryptography Principles and Syntax (2" Week)

Exercise 2.1

A private-key encryption scheme is defined by specifying a message space M (M defines the set
of legal messages, i.e. those supported by the scheme) along with three algorithms.
e A procedure for generating keys (Gen)
e A procedure for encrypting (Enc)
e A procedure for decrypting (Dec)
The algorithms have the following functionality:
e The key-generation algorithm (Gen) is a probabilistic algorithm that outputs a key k
chosen according to some distribution. The set of all possible keys output by Gen is called
a key space, denoted by K.
e The encryption algorithm (Enc) takes as input a key k and a message m and outputs a
ciphertext c. We denote by Enck(m) the encryption of a plaintext m using the key k.
¢ The decryption algorithm (Dec) takes as input a key k and a ciphertext ¢ and outputs a
plaintext m. We denote Deck(c) the decryption of a ciphertext ¢ using a key k.

Exercise 2.2

An encryption scheme must satisfy the following correctness requirement:
For every key k output by Gen and every message m @ M, it holds that
Deci(Enci(m)) = m

This is important because it guarantees that encryption and decryption of a message does not

alter the original message, therefore the original message can be retrieved without alterations.

Exercise 2.3

It is clear from the encryption methodology and the correctness requirement that if an
eavesdropping adversary knows the algorithm of encryption and decryption as well as the key
shared by the two communicating parties, then that adversary will be able to decrypt any
ciphertexts transmitted by those parties. Perhaps they should keep the decryption algorithm

secret.
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In 1883 Auguste Kerckhoffs argued the opposite in a paper he wrote elucidating several design
principles for military ciphers. One of the most important of these, now known simply as
Kerckhoffs’ principle, was “The cipher method must not be required to be secret, and it must be
able to fall into the hands of the enemy without inconvenience.”
There are several arguments in favour of this principle, such as:
a) It is significantly easier for the parties to maintain secrecy of a short key than to keep
secret the (more complicated) algorithm they are using.
b) In case the honest parties’ shared, secret information is ever exposed, it will be much
easier for them to change a key than to replace an encryption scheme.
c) For large-scale deployment it is significantly easier for users to all rely on the same
encryption algorithm/software (with different keys) than for everyone to use their own

custom algorithm.

Exercise 2.4

The shift cipher can be viewed as a variant of Caesar’s cipher. Specifically, in the shift cipher
the key k is a number between 0 and 25. Mapping this to the syntax of encryption described
earlier, the message space consists of arbitrary length strings of English letters with punctuation,
spaces (sometimes), and numerals removed, and with no distinction between upper and lower
case. Algorithm Gen outputs a uniform key k & {0, . . ., 25}. Algorithm Enc takes a key k and a
plaintext and shifts each letter of the plaintext forward k positions (wrapping around at the end of
the alphabet). Algorithm Dec takes a key k and a ciphertext and shifts every letter of the ciphertext
backward k positions.

Is it possible to recover the message without knowing k? Actually, it is trivial! The reason is that
there are only 26 possible keys. So one can try to decrypt the ciphertext using every possible key
and thereby obtain a list of 26 candidate plaintexts. The correct plaintext will certainly be on this
list; moreover, if the ciphertext is “long enough” then the correct plaintext will likely be the only
candidate on the list that “makes sense.” (The latter is not necessarily true, but will be true most
of the time. Even when it is not, the attack narrows down the set of potential plaintexts to atmost

26 possibilities.) By scanning the list of candidates it is easy to recover the original plaintext.

Exercise 2.5

a) There are only four ways this can occur:
e M=aandK-=1
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e M=bandK=0
e M=candK=25
e M=dand K=24

By independence of M and K, we have

1
PriIM=anK=1]=Pr[M=a]xPr[K=1] =02 x__

26
1

PrIM=bNK=0]=Pr[M=b]xPr[K=0]=02x__

26

1
PriM=cnNK=25]=Pr[M=c]xPr[K=25]=0.3x__
26

1
PriM=dNK=24]=Pr[M=d]xPr[K=24]=0.3x__
26

Therefore
PrfC=B]=Pr[M=anK=1] +Prf[M=bNK=0] + Pr[M=cn K =25]
+PrIM=dnNK-=24]

1 1 1 1 1
=0.2x_+0.2x_+0.3x_+0.3x_ = __

26 26 26 26 26

b) There are only four ways this can occur:
e M=gandK=2
e M=bandK-=1
e M=candK=0
e M=dand K=25

By independence of M and K, we have

1
PriIM=anK=2]=Pr[M=a]xPr[K=2]=02x__

26
1
PriM=bNK=1]=Pr[M=b]xPr[K=1]=0.2x__
26
1
PriM=cnNK=0]=Pr[M=c]xPr[K=0]=0.3x__
26
1
PriM=dnNK=25]=Pr[M=d]xPr[K=25]=0.3x__
26

Therefore
Pr[C=B]=Pr[M=anK=2]+Pr[M=bNK=1]+Pr[M=cn K= 0]
+Pr[M=dn K=25]

26 1 26
=0.2x__ +0.2x
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Exercise 2.6

Vigenére cipher works by replacing each letter by another letter a specified number of positions
further in the alphabet. For example J is 5 positions further than E. D is 5 positions after Y.
(Y,Z,A,B,C,D)

The key is a sequence of shift amounts. If the sequence is of length 10, the 1st, 11th, 21st ...letters
of the plaintext are processed using the first member of the key. The second member of the key

processes plaintext letters 2, 12, 22, ...and so forth.

In one time pad a long key-sequence makes this approach more difficult, since we have fewer
rows. The extreme case is that in which the key-sequence is as long as the plaintext itself. This
leads to a theoretically unbreakable cipher. For any possible plaintext, there is a key for which the
given ciphertext comes from that plaintext.

This type of cipher has reportedly been used by spies, who were furnished with notebooks
containing page after page of randomly generated key-sequence. Notice that it is essential that
each key-sequence be used only once (hence the name of the system). Otherwise the approach
for Vigenere systems described above could be tried, since we would have at least two rows to
work with.

One-time pads seem practical in situations where one agent is communicating with a central
command. They become less attractive if several agents may need to communicate with each

other.

Computational Security (39 Week)

Exercise 3.1
Perfect Secrecy

Pr[M =m/C = c] = Pr[M = m]
In the shift cipher

Pr[C =c] = L. Pr[K = k] - Pr[M = Deci(c)]
kB@Z26

We know that
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1
Pri[K=Kk]=__
26

and
Pr[M = Deck(C)] = Pr[M = c - k]

Therefore,
Pr[C=c] = Ykaz 21-Pr[M=c-Kk]
2626

:;—6L, PriM =c - k]

k@' 126
We know that

c-k gives the message m, therefore Pr[M = c - k] can become Pr[M = m]

Therefore we can say that

L. PriM=c-k]= L Pr[M=m]=1
kB Z26 kRZ26

Substituting this in the equation gives,
1
PrfC=c]=_-1
26
Therefore

1
Pr[C=c]=__
26

We also have that
1
Pr[C=c/M =m] =Pr[K=(c-m) mod26] =__
26
Using Bayes’ theorem we have

Pr[M=m]-PriC=c/M=m] PriM=m]-1

_ _ 7 - 26 _ _
Pr[M =m/[C=c] = Bric=c] = 216 = Pr[M =m]

Exercise 3.2

There are several ways to solve it. Since in lecture 6 we are going to see that one-time pad uses

XOR, let solve this question using the actual way one-time pad works.
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First of all, let’s correctly define One-Time Pad encryption scheme
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Fix an integer I > 0. The message space M, key space K, and ciphertext space C are all equal to
{0,1}! (the set of all binary strings of length I).

° Gen: the key-generation algorithm chooses a key from K = {0,1}' according to the

uniform distribution (i.e., each of the 2'strings in the space is chosen as the key with probability
exactly 2.

o Enc: given akey K @ {0,1} and a message m @ {0,1}, the encryption algorithm outputs

the ciphertext ¢ @ k @ m.

. Dec: given akey K @ {0,1}' and a ciphertext c @ {0,1}, thedecryption algorithm outputs

the message m B k@ c.

Using the definition above, we can proof one-time pad perfect secrecy.

We first compute Pr[C = c¢[M = m’] for arbitrary ¢ @ C and m"@ M. For the one-time pad,

Pr[C =c|M =m"] = Pr[Enck(m") =c] = Prf[m" & K = c]
=Pr[K=m"[ c]
= 2'1
Where the final equality holds because the key K is a uniform I-bit string. Fix any distribution over
M. For any c @ C, we have
Pr[C=c]=L. Pr[C=c/[M=m"]-Pr[M=m"]
mimM

=21 L Pr[M=m"]
mriaM

= 2'1

Where the sum is over m’ & M with Pr[M = m'] -= 0. Bayes’ Theorem gives:

[ / ] Pr[C=c/M=m]-Pr[M=m] 2-1-Pr[M=m]

PrM=mC=c= - =Pr[M =m]
Pr[C=c] 2!
Exercise 3.3

260 CPU cycles are required. If we have a desktop computer with a 4 GHz processor (that

60
executes 4 x 10° cycles per second) 2% CPU cycles require_Z__ seconds, or about 9 years.
4x10
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Exercise 3.4

Polynomial time is the time required for a computer to solve a problem, where this time is a
simple polynomial function of the size of the input. An algorithm is said to be solvable in polynomial
time if the number of steps required to complete the algorithm for a given input is 0(n¥) for some
nonnegative integer k, where n is the complexity of the input.

Polynomial-time algorithms are said to be "fast." Most familiar mathematical operations such as
addition, subtraction, multiplication, and division, as well as computing square roots, powers, and

logarithms, can be performed in polynomial time.

A probabilistic polynomial time algorithm is an algorithm that runs in polynomial time and may
use (true) randomness to produce (possibly) non-deterministic results.

The "probabilistic" in the name comes from the fact that one can only predict certain outcomes
with a certain probability. For example an algorithm that takes no input and simulates a coin-flip,
would be such a probabilistic algorithm, as it's not sure (before evaluation) what the outcome will

be, either head or tail?

Exercise 3.5

This approach, rooted in complexity theory, introduces an integer-valued security parameter
(denoted by n) that parameterizes both cryptographic schemes as well as all involved parties.
When honest parties initialize a scheme (i.e., when they generate keys), they choose some value
n for the security parameter.

The security parameter is assumed to be known to any adversary attacking the scheme, and we
now view the running time of the adversary, as well as its success probability, as functions ofthe
security parameter rather than as concrete numbers.

We equate “efficient adversaries” with randomized (i.e., probabilistic) algorithms running in time
polynomial in n. This means there is some polynomial p such that the adversary runs for time at
most p(n) when the security parameter is n.

We also require, for real-world efficiency, that honest parties run in polynomial time, although we
stress that the adversary may be much more powerful (and run much longer than) the honest
parties.

We equate the notion of “small probabilities of success” with success probabilities smaller than

any inverse polynomial in n. Such probabilities are called negligible.
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A scheme is secure if any Probabilistic Polynomial Time (PPT) adversary succeeds in
breaking the scheme with at most negligible probability.

Say we have a scheme that is asymptotically secure. Then it may be the case that an adversary
running for n® minutes can succeed in “breaking the scheme” with probability 24° -2 (which is a
negligible function of n).

When n < 40 this means that an adversary running for 40 minutes (about 6 weeks) can break the
scheme with probability 1, so such values of n are not very useful.

Even for n = 50 an adversary running for 502 minutes (about 3 months) can break the scheme
with probability roughly 1/1000, which may not be acceptable.

On the other hand, when n = 500 an adversary running for 200 years breaks the scheme only
with probability roughly 275%.

Exercise 3.6

We consider randomized algorithms by default for two reasons.
A. Randomness is essential to cryptography and so honest parties must be probabilistic;
given this, it is natural to allow adversaries to be probabilistic as well.
B. Randomization is practical and gives attackers additional power. Since our goal is to

model all realistic attacks, we prefer a more liberal definition of efficient computation.

Pseudorandom Generators & Stream Ciphers (4" Week)

Exercise 4.1

A pseudorandom generator G is an efficient, deterministic algorithm for transforming a short,
uniform string called the seed into a longer, “uniform looking” (or “pseudorandom”) output string.
Stated differently, a pseudorandom generator uses a small amount of true randomness in order
to generate a large amount of pseudorandomness. This is useful whenever a large number of
random (looking) bits are needed, since generating true random bits is difficult and slow. Indeed,
pseudorandom generators have been studied since at least the 1940s when they were proposed
for running statistical simulations. In that context, researchers proposed various statistical tests
that a pseudorandom generator should pass in order to be considered “good.”

The seed s for a pseudorandom generator is analogous to the cryptographic key used by an

encryption scheme, and the seed must be chosen uniformly and be kept secret from any
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adversary. Another important point, is that s must be long enough so that it is not feasible to
enumerate all possible seeds. In an asymptotic sense this is taken care of by setting the length
of the seed equal to the security parameter, so that exhaustive search over all possible seeds
requires exponential time. In practice, the seed must be long enough so that it is impossible to try
all possible seeds within some specified time bound.

Exercise 4.2

A (true) random generator requires a naturally occurring source of randomness. Designing a
hardware device or software program to exploit this randomness and produce a bit sequence that
is free of biases and correlations is a difficult task. Additionally, for most cryptographic
applications, the generator must not be subject to observation or manipulation by an adversary.
Hardware-based random generators exploit the randomness which occurs in some physical
phenomena. Such physical processes may produce bits that are biased or correlated, in which
case they should be subjected to de-skewing techniques discussed later on. Examples of such
physical phenomena include:
1. elapsed time between emission of particles during radioactive decay
2. thermal noise from a semiconductor diode or resistor
3. the frequency instability of a free running oscillator
4. the amount a metal insulator semiconductor capacitor is charged during a fixed period of
time
5. air turbulence within a sealed disk drive which causes random fluctuations in disk drive
sector read latency times

6. sound from a microphone or video input from a camera

Designing a random generator in software is even more difficult than doing so in hardware.
Processes upon which software random bit generators may be based include:
1. the system clock;
elapsed time between keystrokes or mouse movement;
content of input/output buffers;

user input

a > 0N

operating system values such as system load and network statistics
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The behaviour of such processes can vary considerably depending on various factors, such as
the computer platform. It may also be difficult to prevent an adversary from observing or
manipulating these processes. A natural source of random bits may be defective in that the output

bits may be:

1. Biased - the probability of the source emitting a 1 is not equal to 15

2. Correlated - the probability of the source emitting a 1 depends on previous bits emitted

There are various techniques for generating truly random bit sequences from the output bits of

such a defective generator; such techniques are called de-skewing techniques.

Exercise 4.3

Briefly explain the two types of stream ciphers.
Stream ciphers are an important class of encryption algorithms. They encrypt individual
characters (usually binary digits) of a plaintext message one at a time, using an encryption
transformation which varies with time. By contrast, block ciphers (discussed later) tend to
simultaneously encrypt groups of characters of a plaintext message using a fixed encryption
transformation. Stream ciphers are generally faster than block ciphers in hardware, and have less
complex hardware circuitry. They are also more appropriate, and in some cases mandatory, when
buffering is limited or when characters must be individually processed as they are received.
Because they have limited or no error propagation, stream ciphers may also be advantageous in
situations where transmission errors are highly probable.
There are plenty of Stream Cipher types. In this course we will discuss the following:

1. Synchronous Stream Ciphers

2. Self-synchronizing Stream Ciphers
Synchronous Stream Ciphers

A synchronous stream cipher is one in which the keystream is generated independently of the

plaintext message and of the ciphertext.
Self-Synchronizing Stream Ciphers

A self-synchronizing or asynchronous stream cipher is one in which the keystream is generated

as a function of the key and a fixed number of previous ciphertext digits.
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Exercise 4.4

Properties of Synchronous Stream Ciphers:

1.

Synchronization Requirements - In a synchronous stream cipher, both the sender and
receiver must be synchronized, using the same key and operating at the same position
(state) within that key, to allow for proper decryption.

No Error Propagation - A ciphertext digit that is modified (but not deleted) during
transmission does not affect the decryption of other ciphertext digits.

Active Attacks - As a consequence of property (1), the insertion, deletion, or replay of
ciphertext digits by an active adversary causes immediate loss of synchronization, and
hence might possibly be detected by the decryptor. As a consequence of property (2), an
active adversary might possibly be able to make changes to selected ciphertext digits, and
know exactly what affect these changes have on the plaintext.

Properties of self-synchronizing Stream Ciphers:

1.

3.

Self-Synchronization - is possible if ciphertext digits are deleted or inserted, because the
decryption mapping depends only on a fixed number of preceding ciphertext characters.
Limited Error Propagation - Suppose that the state of a self-synchronization stream
cipher depends on t previous ciphertext digits. If a single ciphertext digit is modified (or
even deleted or inserted) during transmission, then decryption of up to t subsequent
ciphertext digits may be incorrect, after which correct decryption resumes.

Active Attacks - Property (2) implies that any modification of ciphertext digits by an active
adversary causes several other ciphertext digits to be decrypted incorrectly, thereby
improving (compared to synchronous stream ciphers) the likelihood of being detected by
the decryptor. As a consequence of property (1), it is more difficult (than for synchronous
stream ciphers) to detect insertion, deletion, or replay of ciphertext digits by an active
adversary.

Diffusion of Plaintext Statistics - Since each plaintext digit influences the entire following
ciphertext, the statistical properties of the plaintext are dispersed through the ciphertext.
Hence, self-synchronizing stream ciphers may be more resistant than synchronous stream

ciphers against attacks based on plaintext redundancy.

Block Ciphers (5" Week)
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Exercise 5.1

A block cipher is a function which maps n-bit plaintext blocks to n-bit ciphertext blocks; nis
called the blocklength. It may be viewed as a simple substitution cipher with large character
size. The function is parameterized by a k-bit key K, taking values from a subset K (the key
space) of the set of all k-bit vectors V. Itis generally assumed that the key is chosen at random.
Use of plaintext and ciphertext blocks of equal size avoids data expansion. To allow unique
decryption, the encryption function must be one-to-one (i.e., invertible). For n-bit plaintext and
ciphertextblocks and a fixed key, the encryption function is a bijection, defining a permutation on
n-bit vectors. Each key potentially defines a different bijection. The number of keys is /K/, and
the effective key size is logio [K/. This equals the key length if all k-bit vectors are valid keys
(K = V).

If keys are equiprobable and each defines a different bijection, the entropy of the key space is
also logis [K]. Block ciphers can be either symmetric-key or public-key.

Exercise 5.2

The unicity distance of a cipher is the minimum amount of ciphertext (i.e. the number of
characters) required to allow a computationally unlimited adversary to recover the unigue
encryption key. It is a theoretical measure usually used to find if a cipher is perfectly secret or
computationally secure. However, that does not mean that a small unicity distance cipher is

insecure in practice.

Exercise 5.3

Many criteria can be used to evaluate block ciphers, including:

1. Estimated Security Level — confidence in the security of a cipher grows if it has been
subjected to (and withstood) expert cryptanalysis over a substantial time period. The
amount of ciphertext required to mount practical attacks often vastly exceeds a cipher’s
unicity distance, which provides a theoretical estimate of the amount of ciphertext required
to recover the unique encryption key

2. Key Size — the effective bit-length of the key, defines an upper bound on the security of a
cipher. Typically, longer keys impose additional costs (i.e. generation, transmission,

storage etc.)
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3. Throughput — the data transfer in either hardware or software. It is related to the
complexity of the cryptographic mapping and the degree to which the mapping is tailored
to a particular implementation medium or platform
Block Size — it impacts both security and complexity as well as it affects the performance
Complexity of Cryptographic Mapping - algorithmic complexity affects the
implementation costs both in terms of development and fixed sources as well as real-time
performance for fixed sources (throughput). That is why sometimes hardware is preferred
instead of software

6. Data Expansion — it is desirable and often mandatory that the encryption scheme does
not increase the size of plaintext data

7. Error Propagation — decryption of ciphertext containing bit errors may result in various
effects on the recovered plaintext, including propagation of errors to subsequent plaintext
blocks

Exercise 5.4

To evaluate block cipher security, it is customary to always assume that an adversary:
1. has access to all data transmitted over the ciphertext channel
2. knows all the details of the encryption function except the secret key (Kerckhoffs’ principle)

Under standard assumptions, attacks are classified based on what information a cryptanalyst has
access to in addition to intercepted ciphertext. The most prominent classes of attack for
symmetric-key ciphers are (for a fixed key):
1. ciphertext-only — no additional information is available
2. known-plaintext — plaintext-ciphertext pairs are available.
3. chosen-plaintext — ciphertexts are available corresponding to plaintexts of the adversary’s
choice. A variation is an adaptive chosen-plaintext attack, where the choice of plaintexts

may depend on previous plaintext-ciphertext pairs.

Ciphertext-Only Attack (COA) is an attack model where the attacker is assumed to have access
only to a set of ciphertexts. In practise, the attacker might have some knowledge of the plaintext.
For example, the attacker might know the language in which the plaintext is written or the

expected statistical distribution of characters in the plaintext.
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Known-Plaintext Attack (KPA) is an attack model where the attacker has access to both  the
plaintext, and the ciphertext. This can be used to reveal further secret information such as
secret keys.

Chosen-Plaintext Attack (CPA) is an attack model which presumes that the attacker can obtain
the ciphertexts for arbitrary plaintexts. The goal of the attack is to gain information that reduces
the security of the encryption scheme. Modern ciphers aim to provide semantic security, also
known as ciphertext indistinguishability under chosen-plaintext attack, and are therefore by
design generally immune to chosen-plaintext attacks if correctly implemented. It is customary to
use ciphers resistant to chosen-plaintext attack even when mounting such an attack is not
feasible. A cipher secure against chosen-plaintext attack is secure against known-plaintext and
ciphertext-only attacks.

A Chosen-Ciphertext Attack (CCA) operates under the following model, an adversary is allowed
to plaintext-ciphertext pairs for some number of ciphertexts of his choice, and thereafter attempts
to use this information to recover the key.

In a Related-Key Attack, an adversary is assumed to have access to the encryption of plaintexts
under both an unknown key and unknown keys chosen to have or known to have certain

relationships with the key.

Exercise 5.5

The block ciphers have several modes of operation, with the most common ones being:
Electronic Codebook (ECB)

Cipher-Block Chaining (CBC)

Cipher Feedback (CFB)

Output Feedback (OFB)

P w D P

Electronic Codebook (ECB) Properties

Identical plaintext blocks (under the same key) result in identical ciphertext.

2. Chaining dependencies - blocks are enciphered independently of other blocks.
Reordering ciphertext blocks results in correspondingly re-ordered plaintext blocks.

3. Error propagation - one or more bit errors in a single ciphertext block affect decipherment
of that block only. For typical ciphers, decryption of such a block is then random (with

about 50% of the recovered plaintext bits in error).
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Cipher Block-Chaining (CBC) Properties

1.

Identical plaintexts - identical ciphertext blocks result when the same plaintext is
enciphered under the same key and IV (n-bit initialization vector). Changing the 1V, key,
or first plaintext block results in different ciphertext.

Chaining dependencies - the chaining mechanism causes ciphertext c; to depend on x;
and all preceding plaintext blocks. Consequently, rearranging the order of ciphertext
blocks affects decryption. Proper decryption of a correct ciphertext block requires a correct
preceding ciphertext block.

Error propagation - asingle biterrorin ciphertext block ¢;affects decipherment of blocks
cjand ¢j +1 . Block m; recovered from ¢; is typically totally random (50% in error), while
the recovered plaintext m;,; has bit errors precisely where c; did. Thus an adversary may
cause predictable bit changes in mj.; by altering corresponding bits of ¢;

Error recovery - the CBC mode is self-synchronizing in the sense that if an error
(including loss of one or more entire blocks) occurs in block ¢; but not c;.s, cj.2 is correctly

decrypted to mj..

Cipher Feedback (CFB) Properties

1.

Identical plaintexts - as per CBC encryption, changing the IV results in the same plaintext
input being enciphered to a different output. The 1V need not be secret.

Chaining dependencies - similar to CBC encryption, the chaining mechanism causes
ciphertext block c¢;to depend on both m; and preceding plaintext blocks; consequently, re-
ordering ciphertext blocks affects decryption.

Error propagation - one or more bit errors in any single r-bit ciphertext block ¢; affects

the decipherment of that and the next rul ciphertext blocks. The recovered plaintext m
r

will differ from original m; precisely in the bit positions c; was in error. Thus an adversary
may cause predictable bit changes in m; by altering corresponding bits of c;.

Error recovery - the CFB mode is self-synchronizing similar to CBC, but requires ru
-

ciphertext blocks to recover.

Throughput - for r < n, throughput is decreased by a factor ofz in that each execution of
r

Enc yields only r bits of ciphertext output.

128



Output Feedback (OFB) Properties

1. Identical plaintexts - as per CBC and CFB modes, changing the IV results in the same
plaintext being enciphered to a different output.

2. Chaining dependencies - the keystream is plaintext-independent.

3. Error propagation - one or more bit errors in any ciphertext character c; affects the
decipherment of only that character, in the precise bit position(s) ¢; is in error, causing the
corresponding recovered plaintext bit(s) to be complemented.

4. Error recovery - the OFB mode recovers from ciphertext bit errors, but cannot self-
synchronize after loss of ciphertext bits, which destroys alignment of the decrypting
keystream.

Throughput - for r < n, throughput is decreased as per the CFB mode. However, in all cases,
since the keystream is independent of plaintext or ciphertext, it may be pre-computed.

Exercise 5.7

Most symmetric algorithms use either a block cipher or a stream cipher. They are both symmetric,
so they both use the same key to encrypt or decrypt data. However, they divide data in different
ways.

A block cipher encrypts data in specific-sized blocks, such as 64-bit blocks or 128-bit blocks. The
block cipher divides large files or messages into these blocks and then encrypts each individual
block separately. Stream ciphers encrypt data as a stream of bits or bytes rather than dividing it
into blocks.

In general, stream ciphers are more efficient than block ciphers when the size of the data is
unknown or sent in a continuous stream, such as when streaming audio and video over a network.
Block ciphers are more efficient when the size of the data is known, such as when encrypting a
file or a specific-sized database field.

An important principle when using a stream cipher is that encryption keys should never be reused.

If a key is reused, it is easier to crack the encryption.

Data Encryption Standard - DES (6" Week)
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Exercise 6.1

The design of DES is related to two general concepts: product ciphers and Feistel ciphers. Each
involves iterating a common sequence or round of operations.

A Product cipher combines two or more transformations in a manner intending that the resulting
cipher is more secure than the individual components.

Combines a sequence of simple transformations such as substitution (S-box), permutation (P-
box), and modular arithmetic.

A permutation box (or P-box) is a method of bit-shuffling used to permute or transpose bits
across S-boxes inputs, retaining diffusion while transposing.

A substitution box (or S-box) takes some number of input bits, m, and transforms them into
some number of output bits, n, where n is not necessarily equal to m.

A Feistel cipher is an iterated cipher mapping a 2t-bit plaintext (Lg, Ro), for t-bit blocks L, and

Ry, to a ciphertext (R, L), through an r-round process where r 2: 1.

Let F be the round function and let Ky, Kj, ..., K, be the sub-keys for the rounds 0, 1, ..., n

respectively.

Exercise 6.2

A permutation box (or P-box) is a method of bit-shuffling used to permute or transpose bits
across S-boxes inputs, retaining diffusion while transposing.
A substitution box (or S-box) takes some number of input bits, m, and transforms them into

some number of output bits, n, where n is not necessarily equal to m.

Message Authentication Code - MAC (7" Week)

Exercise 7.1

In many cases, it is of equal or greater importance to guarantee message integrity (or message
authentication) in the sense that each party should be able to identify when a message it
receives was sent by the party claiming to send it, and was not modified in transit.

Consider the case of a user communicating with their bank over the Internet. When the bank
receives a request to transfer $1,000 from the user’s account to the account of some other user

X, the bank has to consider the following:

130



1. Isthe request authentic? That is, did the user in question really issue this request, or wasthe
request issued by an adversary (perhaps X itself) who is impersonating the legitimate user?

2. Assuming a transfer request was issued by the legitimate user, are the details of the request
as received exactly those intended by the legitimate user? Or was, e.g., the transfer amount

modified?

Exercise 7.2

As an example, consider the case of a user encrypting some amount of money he wants to
transfer from his bank account, where the amount is represented in binary. Flipping the least
significant bit has the effect of changing this amount by only €1, but flipping the 11th least
significant bit changes the amount by more than €1,000!

Interestingly, the adversary in this example does not necessarily learn whether it is increasing or
decreasing the initial amount, i.e., whether it is flipping a 0 to a 1 or vice versa. But if the adversary
has some partial knowledge about the amount—say, that it is less than €1,000 to begin with—
then the modifications it introduces can have a predictable effect. We stress that this attack does
not contradict the secrecy of the encryption scheme.

Exercise 7.3

The aim of a message authentication code is to prevent an adversary from modifying amessage
sent by one party to another, or from injecting a new message, without the receiver detecting that
the message did not originate from the intended party.

As in the case of encryption, this is only possible if the communicating parties share some secret
that the adversary does not know (otherwise nothing can prevent an adversary from

impersonating the party sending the message).

Exercise 7.4

A message authentication code (MAC) consists of three probabilistic polynomial-time algorithms

(Gen, Mac, Vrfy) such that:

1. The key-generation algorithm Gen takes as input the security parameter 1"and outputs a key
k with [k/ 2: n

2. The tag-generation algorithm Mac takes as input a key k and a message m, and outputs a

tag t. Since the algorithm may be randomized, we write this as t « Maci(m)
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3. The deterministic verification algorithm Vrfy takes as input a key k, a message m and a tag
t. It outputs a bit b, with b = 1 meaning valid and b = 0 meaning invalid. We write this as
b B Vrfyr(m, t)
Note: It is required that for every n, every key k output by Gen(1"), and every m, it holds that
Vrfyxr(m, Maci(m)) = 1

Hash Functions (8" Week)

Exercise 8.1

At the most basic level, a hash function provides a way to map a long input string to a shorter
output string sometimes called a digest. The primary requirement is to avoid collisions, or two
inputs that map to the same digest. Collision-resistant hash functions have numerous uses. One
example is HMAC, achieving domain extension for message authentication codes. Beyond that,
hash functions have become ubiquitous in cryptography, and they are often used in scenarios
that require properties much stronger than collision resistance.

It has become common to model cryptographic hash functions as being “completely
unpredictable”. Hash functions are intriguing in that they can be viewed as lying between the

worlds of private and public-key cryptography.

Exercise 8.2

Hash functions may be split into two classes:
1. Unkeyed hash functions: whose specification dictates a single input parameter (a
message)
2. Keyed hash functions: whose specification dictates two distinct inputs, a message and

a secret key
Exercise 8.3

Of the numerous categories in such a functional classification, two types of hash functions will be
discussed in this course:
1. Modification Detection Codes (MDCs), also known as manipulation detection codes,

and less commonly as message integrity codes (MICs), the purpose of an MDC is to
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provide a representative image or hash of a message. The end goal is to facilitate, in
conjunction with additional mechanisms, data integrity assurances as required by specific
applications. MDCs are a subclass of unkeyed hash functions, and themselves may be
further classified as:
i.  one-way hash functions (OWHFs): for these, finding an input which hashes to a
pre-specified hash-value is difficult
ii.  collision resistant hash functions (CRHFs): for these, finding any two inputs having
the same hash-value is difficult.

2. Message Authentication Codes (MACs), the purpose of a MAC is (informally) to
facilitate, without the use of any additional mechanisms, assurances regarding both the
source of a message and its integrity (See Lecture 7). MACs have two functionally distinct
parameters, a message input and a secret key; they are a subclass of keyed hash

functions.

Exercise 8.4

Collision-resistant hash functions are similar in spirit. Again, the goal is to avoid collisions.
However, there are fundamental differences. For one, the desire to minimize collisions in the
setting of data structures becomes a requirement to avoid collisions in the setting of cryptography.
Furthermore, in the context of data structures we can assume that the set of data elements is
chosen independently of the hash function and without any intention to cause collisions. In the
context of cryptography, in contrast, we are faced with an adversary who may select elements
with the explicit goal of causing collisions. This means that collision-resistant hash functions are
much harder to design.
Informally, a function H is collision resistant if it is infeasible for any probabilistic polynomial-
time algorithm to find a collision in H. We will only be interested in hash functions whose domain
is larger than their range. In this case collisions must exist, but such collisions should be hard to
find. Formally, we consider keyed hash functions. That is, H is a two-input function that takes as
input a key s and a string x, and outputs a string H*(x) @ H(s, x). The requirement is that imust be
hard to find a collision in Hfor a randomly generated key s. There are at least two differences
between keys in this context and keys as we have used them until now:
1. Not all strings necessarily correspond to valid keys (i.e., H* may not be defined for certain s),
and therefore the key s will typically be generated by an algorithm Gen rather than being

chosen uniformly.
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2. More importantly, this key s is (generally) not kept secret, and collision resistance is required
even when the adversary is given s. In order to emphasize this, we superscript the key and
write Hérather than H;.

Preimageresistance: foressentially all pre-specified outputs, itis computationally infeasible to

find any input which hashes to that output, i.e., to find any preimage x’ such that h(x") =y when

given any y for which a corresponding input is not known. (one-way)
2nd-preimageresistance:itiscomputationallyinfeasible tofind any second inputwhich hasthe
same output as any specified input, i.e., given x, to find a 2nd-preimage x’-= x such that h(x) =

h(x").

Number Theory and Cryptography (9" Week)

Exercise 9.1

The greatest common divisor of two integers a, b written as gcd(a, b), is the largest integer ¢
such that c/a and c/b. (Note: gcd(a, b) = gcd(/al, [b]) and gcd(b, 0) = gcd(0, b) = b)

If pis prime, then gcd(a, p) is either equal to 1 or p. If gcd(a, b) = 1 then a and b are relatively
prime.

Formally, let a, b be positive integers. Then there exists integers X, Y such that Xa + Yb = gcd(aq,
b). Furthermore, gcd(a, b) is the smallest positive integer that can be expressed in this way.

If c/ab and gcd(a, c) = 1 then c/b. Thus, if p is prime and p/ab then either p/a or p/b.

If a/N, b/N and gcd(a, b) = 1 then ab/N.

Exercise 9.2

Leta, b, N @ "1 with N > 1. We use the notion a mod N to denote the remainder of a upon division
by N. In detail, there exist unique q, r with a = gN + rand 0 :s:r < N, and we define a mod N to
be equal to this r. We say that a and b are congruent modulo N, written a = b mod N, if a
mod N = b mod N. (i.e. the remainder when a is divided by N is the same as the remainder
when b is divided by N)
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Congruence modulo N is an equivalent relation. i.e. it is reflexive (a = a mod N for all a),
symmetric (a =b mod N impliesb =amod N) and transitive (ifa=bmodNandb = c
mod N, then a = c modN)

Congruence modulo Nobeysthe standardrules of arithmetic withrespectto addition, subtraction
and multiplication, for example if a = a“mod N and b = b"mod N then (a + b) = (a" + b") mod N
and ab =ab"mod N

Congruence modulo N does not (in general) respect division. That is, if a=a"mod Nand b =

U
b'mod N then it is not necessarily true that @ =« mod N.
b bY

In fact, the expression « ?wd N is not always well-defined. As a specific example that often
causes confusion, ab = cb mod N does not necessarily imply that a = c mod N.

In certain cases, however, we can define a meaningful notion of division. If for a given integer b
there exists an integer ¢ such that bc = 1 mod N, we say that b is invertible modulo N and call

c a (multiplicative) inverse of b modulo N. Clearly, 0 is never invertible.

Exercise 9.3

A group is a set C along with a binary operation & for which the following conditions hold:
+ Closure:Forallg haC,gRhBC
+ Existence of an identity: There exists and identity e @ C such that forallg @ C, e @ gg
=gle
+ Existenceofinverses:Forallg @ Cthereexistsanelementh & Csuchthatg @ h = ek
@ g. Such an his called an inverse ofg
* Associativity: For all g1, g2, gs @ C, (9: B g2) B gz =g: @ (g: A g3)
When C has a finite number of elements, we say Cis finite and let /C/ denote the order of the
group (thatis, the number of elementsin C). A group Cwith operation B is abelian if the following
holds:
« Commutativity: Forallg h®2 C,g@Bh=hRg

Exercise 9.4

We formalise something called “cancellation law” for groups. Let C be a group and a, b, c @ f
ac = bc, then a = b. In particular, if ac = cthen ais the identity in C. It is often useful to be able
to describe the group operation applied m times to a fixed element g, where m is a positive

integer. When using additive notation, we express this as m g or mg; that is
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mg =mlig B g+Bl+g

m times

Exercise 9.5

Two groups are isomorphic if they have the same underlying structure. From a mathematical
point of view, an isomorphism of a group C provides an alternate, but equivalent, way of thinking
aboutC. Fromacomputational perspective, anisomorphism provides adifferentwaytorepresent
elements in C, which can often have a significant impact on algorithmic efficiency.
Let C, IH be groups with respect to the operations B¢, @z respectively. A function £: C — IH is an
isomorphism from C to IH if:

1. f'is abijection

2. Forallgs; g2 Cwe have f{g: Bcg2) = flg1) B f(g2)
Ifthere exists anisomorphism from Cto IH then we say that these groups are isomorphic and we
write C B IH.
In essence, an isomorphism from C to IH is just a renaming of elements of C as elements of IH.

(Note that if Cis finite and C @ IH, then IH must be finite and of the same size as ()

Exercise 9.6

The Chinese remainder theorem shows that addition, multiplication, or exponentiation (which is
just repeated multiplication) modulo N can be “transformed” to analogous operations modulo p
and q.
Onethingwe have notyetdiscussed is howto convertback and forth betweenthe representation
of an element modulo N and its representation modulo p and g. The conversion can be carried
out efficiently provided the factorization of Nis known. Assuming p and g are known, itis easy to
map an element x modulo N to its corresponding representation modulo p and q:
the element x corresponds to ([x mod p], [x mod q]), and both the modular reductions can be
carried out efficiently.For the other direction, we make use of the following observation:
an element with representation (x,, x,) can be written as

(Xp, Xq) =Xp ¢ (1,0) + X4 (0, 1)
So, if we can find elements 1, 1,2 {0,...,N - 1}suchthat 1, < (1, 0) and 1, « (0, 1), then
(appealing to the Chinese remainder theorem) we know that

(%p, Xq) © [(Xp* 1p + X4 ® 14) mod NJ
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Since p, q are distinct primes, gcd(p, q) = 1. We can use the extended Euclidean algorithm to
find integers X, Y such that
Xp + Yy =1

Key Management & Public-Key Cryptography (10" Week)

Exercise 10.1

The biggest problem for all this schemes is how they honest parties will manage to share the
secret private key in the first place. It is clear that such a key cannot be sent over public
communication channels since we use encryption in the first place due to the fact that we do not
trust public communication. It will be meaningless to send the key of our encryption through
such a communication medium.
The honest parties might have access to a secure channel or they might be co-located for a short
period of time at which they exchange keys. Using a secure channel may not be the best solution.
Imagine what will happen in a large multinational company. Each pair of remote employees will
have to use a secure channel or even visit the other employee in order to exchange keys. A better
solution would be to use a trusted courier service as a secure channel.
Assuming these employees, denoted by N, find a way to share keys with each other. This will
form another significant drawback. Each employee will have to manage and store N - 1 secret
keys. Not only that, but if it also needs a key for each server, database, etc. then the number of
stored keys increases. In addition, all these keys must be stored securely. Imagine what will
happen if one of those employee computer is infected by a virus or any other form of malicious
software.
Even if we solve the problems mentioned above, we will still face problems with open systems.
For example, consider using encryption to send credit-card information to an Internet merchant
from whom you have not previously purchased anything. In such case, private-key cryptography
alone is not a solution.
To summarize, there are at least three distinct problems related to the use of private-key
cryptography.

a. Key distribution

b. Storing and managing large numbers of secret keys

c. Inapplicability to open systems

137



Exercise 10.2

To solve some of the problems mentioned above, is to use a key-distribution center (KDC) to
establish shared keys. Reconsider the large multinational company example. Each employee may
trust one entity that can act as a KDC. The KDC will then help all the employees share pairwise
keys. When a new employee joins, the KDC can share a key with that employee (in person, in a
secure location) as part of that employee’s first day of work.
The KDCwillalsodistribute shared keys betweenthatemployee and all existingemployees. That
is, when the ith employee joins, the KDC could generate 7- 1 keys ky, ..., ki.1, give these keys
to the new employee, and then send key k; to the jth existing employee by encrypting itusing the
key that employee already shares with the KDC.
A much better approach, is to use KDC online to generate keys “on demand” whenever two
employees wish to communicate securely. Let’s say that KDC generates and shares key k4 with
Alice, and kg with Bob. When Alice what to communicate with Bob, she can send a message to
the KDC asking to communicate with Bob. KDC will generate a new random key, the session
key, and send this key ks to Alice encrypted using k4, and to Bob encrypted using ks. Once they
both have the session key, they can use it to communicate and when they finish they just dispose
the key.
Advantages of KDC:

a. Each employee needs to store only one long-term secret key

b. When an employee joins the organization, all that must be done is to set up a key between

this employee and the KDC

Disadvantages of KDC:

a. A successful attack on the KDC will result in a complete break of the system:

b. The KDC is a single point of failure (can be solved with distribution or backup KDCs but

also increases the points of attack)

KDCs are commonly used in practice, but they still have the problem that at some point, a secure

channel has to be used to share keys.

Exercise 10.3

Consider an example with Alice and Bob who run a probabilistic protocol to generate a shared

secret key. Alice and Bob begin by holding the security parameter 1". Alice runs the protocol
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(denoted by G) to obtain (C, q, g). She uses (C, g, g) and a uniform x & "1,to compute hs B ¢
She then sends (C, q,g, ha) to Bob. Bob receives them and uses a uniform y @ "1, to compute
hp @ ¢’. He then uses h,to output ks 1 hy sengs hpto Alice. Alice receives hz and she

computes k4 B h,.

Let’s try that with actual numbers. Alice and Bob agree to use a modulus p =49 and base g =
11 (has to be a primitive root). Alice chooses a secret integer x = 16, then sends
Bob hs =g*modp
hs= 111°mod 23 =18
Bob chooses a secret integer y = 24, then sends Alice hg =g’ mod p
hs = 11°*mod 23 =6
Alice computes ks = himod p
ka=61°mod 23 =2
Bob computes ks = hvmod p
kg =18?*mod 23 =2

Alice and Bob now share the same secret key, “2”.

Exercise 10.4

a. Public-key encryption allows key distribution to be done over public channels.

b. Public-key cryptography reduces the need for users to store many secret keys.

c. Finally, public-key cryptography is (more) suitable for open environments where
parties who have never previously interacted want the ability to communicate

securely.

Exercise 10.5

Exercise solution using Python programming language

sharedPrime = 23 fp
sharedBase = 5 # g
aliceSecret = 6 # a
bobSecret = 15 # b

print ( "Publicly Shared Variables:")
print ( "Publicly Shared Prime: " , sharedPrime )
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print ( "Publicly Shared Base: " , sharedBase )

# Alice Sends Bob A = g”a mod p

Q

A = (sharedBase**aliceSecret) % sharedPrime
print ( "Alice Sends Over Public Channel: " , A )

# Bob Sends Alice B = g”b mod p
B = (sharedBase ** bobSecret) % sharedPrime
print ("Bob Sends Over Public Chanel: ", B )

print ( "Privately Calculated Shared Secret:" )
# Alice Computes Shared Secret: s = B”a mod p

Q

aliceSharedSecret = (B ** aliceSecret) % sharedPrime
print ( "Alice Shared Secret: ", aliceSharedSecret )

# Bob Computes Shared Secret: s = A”b mod p
bobSharedSecret = (A**bobSecret) % sharedPrime
print ( " Bob Shared Secret: ", bobSharedSecret )

Public-Key Cryptography (11" Week)

Exercise 11.1

Up to now we assumed that any adversary is passive, for example the adversary only eavesdrops
on communication between the sender and receiver without interfering with the communication.
But if the adversary tampers all the communication between the honest parties, and these honest
parties share no keys in advance, then privacy simply cannot be achieved. Let’'s discuss an
example of such an attack. Let’'s say Alice sends her public key pk to Bob but the adversary
replaces it with a key pk of his own (for which it knows the matching private key sk’), then even
though Bob encrypts his message using pk’ the adversary will easily be able to recover the
message (using sk”).

Similarly, if an adversary is able to change the value of Alice’s public key that is stored in some
public directory, or if the adversary can tamper with the public key as it is transmitted from the
public directory to Bob.

If Alice and Bob do not share any information in advance, and are not willing to rely on some
mutually trusted third party, there is nothing Alice or Bob can do to prevent active attacks of this
sort, or even to tell that such an attack is taking place.

For the purposes of this course we will assume that the sender is able to receive a legitimate copy

of the receiver’s public key.
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Exercise 11.2

A public-key encryption scheme is a triple of probabilistic polynomial-time algorithms (Gen, Enc,

Dec) such that:

a.

The key-generation algorithm Gen takes as input the security parameter 1" and outputs a
pair of keys (pk, sk). That is the public key pk and the private key sk. We assume for
convenience that pk and sk each has length atleast n, and that n can be determined from
pk, sk.

The encryption algorithm Enc takes as input a public key pk and a message m from some
message space (that may depend on pk). It outputs a ciphertext ¢, and we write thisas ¢
< Encpi(m). (Note that Enc needs to be probabilistic to achieve meaningful security.)

The deterministic decryption algorithm Dec takes as input a private key sk and a ciphertext
¢, and outputs a message m or a special symbol 1- denoting failure. We write this as m

= Decgk(c).

Itis required that, except possibly with negligible probability over (pk, sk) output by Gen(1"), we

have Decs (Encp(m)) = m for any (legal) message m.

Exercise 11.3

Chosen-Plaintext Attacks

Given a public-key encryption scheme n = (Gen, Enc, Dec) and an adversary 4, consider the

following experiment:

The eavesdropping indistinguishability experiment PubK?'j(n):

a.

Gen(1") is run to obtain keys (pk, sk)

Adversary A is given pk, and outputs a pair of equal-length messages mg, m; in the
message space

A uniform bit b @ {0, 1} is chosen, and then a ciphertext ¢ « Encpi(my) is computed and
given to A. We call c the challenge ciphertext

A outputs a bit b’. The output of the experiment is 1 if b’ = b, and 0 otherwise. If b’ =b

we say that A succeeds.
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A public-key encryption scheme n = (Gen, Enc, Dec) n = (Gen, Enc, Dec) has indistinguishable
encryptions in the presence of an eavesdropper if for all probabilistic polynomial-time adversaries
A there is a negligible function negl such that

1
Pr{PubKj/(n) =1] S negl(n)

Chosen-Ciphertext Attacks

Chosen-ciphertext attacks, in which an adversary is able to obtain the decryption of arbitrary
ciphertexts of its choice, are a concern in the public-key cryptography just as they are in the
private-key cryptography. In fact, they are arguably more of a concern in the public-key
cryptography since there a receiver expects to receive ciphertexts from multiple senders who are
possibly unknown in advance, whereas a receiver in the private-key cryptography intends to
communicate only with a single, known sender using any particular secret key.

Assume an eavesdropper A observes a ciphertext c sent by a sender Sto a receiver R. Broadly
speaking, in the public-key cryptography there are two classes of chosen-ciphertext attacks:

a. A might send a modified ciphertext ¢’to R on behalf of S. In this case, although it is unlikely
that A would be able to obtain the entire decryption m’ of ¢’, it might be possible for A to
infer some information about m’based on the subsequent behavior of R. Based on this
information, A might be able to learn something about the original message m.

b. A might send a modified ciphertext ¢’to R in its own name. In this case, A might obtain the
entire decryption m’ of ¢’if R responds directly to A. Even if A learns nothing about m’, this
modified message may have a known relation to the original message m that can be

exploited by A.
Exercise 11.4

The following points should be included in the correct answer
Private/Secret key:
o Private key is faster compared to public key
o Private key is symmetrical. Actually there is only one key. The other is a copy of it.
o Private key is truly private .Should be available with only the two communicating parties.

e The two parties must have met before at least once to share the key.

Public key:

¢ Relatively slow to encrypt/decrypt
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¢ Asymmetrical
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e Public key can be made public. Private key is truly secret.

¢ The two parties need not have met. The two may be strangers, half way around the globe.

RSA Encryption (12" Week)

Exercise 12.1

Let’s describe a simple encryption scheme based on the RSA problem. Even though such a
scheme is insecure, it is a good way to start an RSA based encryption.
Let GenRSA be a PPT algorithm that, on input 17, outputs a modulus N that is the product of two
nb it primes, along with integers e, d satisfying ed = 1 mod </(N). Let N, e, d satisfy the equation,
and let c = m®* mod N. RSA encryption relies on the fact that someone who knows d can recover
m from ¢ by computing ¢? mod N. This works because
c?=(m¢)%=me =m mod N
On the other hand, without knowledge of d (even if N and e are known) the RSA assumption
implies that it is difficult to recover m from c, at least if m is chosen uniformly from " 1%,
Therefore we can summarise this plain RSA encryption as follows
Let GenRSA be as in the text.
a. Gen:on input 1" run GenRSA(1") to obtain N, e, and d. The public key is @N, el and the
private key is IN, dl.
b. Enc: oninput a public key pk = N, el and a message m @ 1% compute the ciphertext ¢
= [m®mod NJ.
c. Dec: oninput a private key sk = IN, di and a ciphertext ¢ @ '1%; compute the message m
= [c? mod NJ.

Exercise 12.2

Quadratic Improvement in Recovering M

Since plain RSA encryptionis deterministic, we knowthatif m < Bthen an attacker can determine
m from the ciphertext ¢ = [m® mod N] in time O(B) using a brute-force attack. One mighthope,
however, that plain RSA encryption can be used if Bis large, i.e., if the message is chosen from
areasonably large set of values. One possible scenario where this might occur is in the context

of hybrid encryption, where the “message” is a random n-bit key and so B = 2". Unfortunately,
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there is a clever attack that recovers m, with high probability, in time roughly O(x/B). This can
make a significant difference in practice: a 28-time attack (say) is infeasible, but an attack running
in time 24°is relatively easy to carry out.

Encrypting short messages using small e

The previous attack shows how to recover a message m known to be smaller than some bound
Bin time roughly O(/B). Here we show how to do the same thing in time poly(JINJ[) if B :s: Ni/e.
The attack relies on the observation that when m < N/, raising m to the eth power modulo N
involves no modular reduction. This means that given the ciphertext c = [m® mod N], an attacker
can determine m by computing m 1= c1/¢ over the integers. This can be done easily in time
poly([[c]]) = poly(J[N][) since finding eth roots is easy over the integers and hard only when
working mod N. For small e this represents a serious weakness of plain RSAencryption. For
example, if we take e = 3 and assume [/N/| €} 024 bits, then the attack works even when mis a
uniform 300-bit integer; this once again rules out security of plain RSA even when used as part
of a hybrid encryption scheme.

Encrypting a partially known message

This attack can be viewed as a generalization of the previous one. It assumes a sender who
encrypts a message, part of which is known. Here we rely on a powerful result of Coppersmith
which says:

Let p(x) be a polynomial of degree e. Then in time poly(J/N//, e) one can find all m such that
p(m) = 0 mod N and [m/ :s: N'/°.

Due to the dependence of the running time on e, the attack is only practical for small e. In what
follows we assume e = 3 for concreteness. Assume a sender encrypts a message m = my/[m;
to a receiver with public key IN, 30, where the first portion m; of the message is known but the
second portion m; is not. For concreteness, say m: is k bits long, so m = B « m; + m; where

we let B = 2%, Given the resulting ciphertext c = [(m://m2)? mod N], an eavesdropper can

define p(x) @ (2X- m +x)3 - ¢, acubic polynomial. This polynomial has m, as a root (modulo

N), and /m;[ < B. A similar attack works when m:is known but m; isnot.

Digital Signatures (13" Week)
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Exercise 13.1

Signature schemes allow a signer S who has established a public key pk to “sign” a message
using the associated private key sk in such a way that anyone who knows pk, and knows that this
public key was established by S, can verify that the message originated from S and was not
modified in transit. As a prototypical application, consider a software company that wants to
disseminate software updates in an authenticated manner; that is, when the company releases
an update it should be possible for any of its clients to verify that the update is authentic, and a
malicious third party should never be able to fool a client into accepting an update that was not
actually released by the company. To do this, the company can generate a public key pk along
with a private key sk, and then distribute pk in some reliable manner to its clients while keeping sk
secret. When releasing a software update m, the company computes a digital signature u on m
using its private key sk, and sends (m, u) to every client. Each client can verify the authenticity of
m by checking that u is a correct signature on m with respect to the public key pk.

A malicious party might try to issue a fraudulent update by sending (m’, u’) to a client, where m’
represents an update that was never released by the company. This m’ might be a modified
version of some previous update, or it might be completely new and unrelated to any prior
updates. If the signature scheme is “secure”, however, then when the client attempts to verify u’
it will find that this is an invalid signature on m’with respect to pk, and will therefore reject the
signature. The client will reject even if m’is modified only slightly from a genuine update m. This
is not just a theoretical application of digital signatures, but one that is used extensively today for

distributing software updates.

Exercise 13.2

Both MACs and digital signature schemes are used to ensure the integrity of transmitted
messages. Using digital signatures rather than MACs simplifies key distribution and management,
especially when a sender needs to communicate with multiple receivers. By using a digital
signature scheme the sender avoids having to establish a distinct secret key with each potential
receiver, and avoids having to compute a separate MAC tag with respect to each such key.
Instead, the sender need only compute a single signature that can be verified by all recipients.

A gualitative advantage that digital signatures have as compared to MACs is that signatures are
publicly verifiable. This means that if a receiver verifies that a signature on a given message is

legitimate, then all other parties who receive this signed message will also verify it as legitimate.
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This feature is not achieved by MACs if the signer shares a separate key with each receiver.
Public verifiability implies that signatures are transferable: a signature u on a message m by a
signer S can be shown to a third party, who can then verify herself that u is a legitimate signature
on m with respect to S’s public

key. By making a copy of the signature, this third party can then show the signature to another
party and convince them that S authenticated m, and so on. Public verifiability and transferability
are essential for the application of digital signatures to certificates and public-key infrastructures.
Digital signature schemes also provide the very important property of non-repudiation. This
means that once S signs a message he cannot later deny having done so. This aspect of digital
signatures is crucial for legal applications where a recipient may need to prove to a third party that
a signer did indeed “certify” a particular message: assuming S’s public key is known to the judge,
or is otherwise publicly available, a valid signature on a message serves as convincing evidence
that Sindeed signed this message. MACs simply cannot provide non-repudiation. Let’'s say users
S and R share a key ks, and S sends a message m to R along with a (valid) MAC tag t computed
using this key. Since the judge does not know ks, there is no way for the judge to determine
whether tis valid or not. If R were to reveal the key ksz to the judge, there would be no way for the
judge to know whether this is the “actual” key that S and R shared, or whether it is some “fake” key
manufactured by R. Finally, even if we assume the judge can somehow obtain the actual key ksz
shared by the parties, there is no way for the judge to distinguish whether S generated t or whether
R did.

As in the case of private-key vs. public-key encryption, MACs have the advantage of being shorter
and roughly 2—-3 orders of magnitude more efficient to generate/verify than digital signatures.
Thus, in situations where public verifiability, transferability, and/or non-repudiation are not needed,

and the sender communicates primarily with a single recipient MACs should be used.

Exercise 13.3

Digital signatures are the public-key counterpart of MACs, and their syntax and security
guarantees are analogous. The algorithm thatthe sender applies to amessage is here denoted
Sign (rather than Mac), and the output of this algorithm is now called a signature (rather than
a tag). The algorithm that the receiver applies to a message and a signature in order to verify
validity is still denoted Vrfy.

A (digital) signature scheme consists of three probabilistic polynomial-time PPT algorithms (Gen,
Sign, Vrfy) such that:
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a. The key-generation algorithm Gen takes as input a security parameter 1" and outputs a
pair of keys (pk, sk). These are called the public key and the private key, respectively. We
assume that pk and sk each has length at least n, and that n can be determined from pk or
sk.

b. Thesigningalgorithm Signtakesasinputaprivate key skand amessage mfromsome
message space (thatmay depend on pk). Itoutputs a signature u, and we write this as
u « Signg(m).

c. The deterministic verification algorithm Vrfy takes as input a public key pk, a message
m, and a signature u. It outputs a bit b, with b = 1 meaning valid and b = 0 meaning
invalid. We write this as b 1= Vrfy,(m, u).

Itisrequired thatexceptwith negligible probability over (pk, sk) outputby Gen(1"), itholds that
Vrfyo(m, Signa(m)) = 1 for every (legal) message m. If there is a function I such that for
every (pk, sk) output by Gen(1") the message space is {0, 1}/, then we say that (Gen, Sign,

Vrfy) is a sighature scheme for messages of length I(n).
Exercise 13.4

In both MAC and Digital Signature schemes, you have two algorithms:

o Generation: given the message m and a key K1, compute the MAC value or signature s.
e Verification: given the message m, a key K, and the MAC value or signature s, verify that
they correspond to each other (the MAC value or signature is valid for the message m,

using verification key K5)
With a MAC, keys Ki and K3 are identical (or can be trivially recomputed from each other). With
a signature, the verification key K; is mathematically linked with K; but not identical, and it is

unfeasible to re-compute K1 from K> or to generate valid signatures when you only know Ko.

Thus, signatures dissociate the generation and verification powers. With a MAC, any entity who
can verify a MAC value necessarily has the power to generate MAC values of its own. With
signatures, you can make the verification key public, while keeping the generation key private.
Signatures are when you want to produce a proof verifiable by third party without having to entrust

these third parties with anything.
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Application: a CA (like Verisign, Thawte, etc.) issues a certificate to a SSL server. Everybody, and
in particular your Web browser, can verify that the certificate issued to the SSL server has indeed
been signed by Verisign/Thawte. But this does not give you the power to issue (sign) certificates
yourself, which would appear as if they were issued by Verisign/Thawte.
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1st GROUP CONSULTATION MEETING

Programme Presentation

Leading companies today are rethinking the role of information security in their organizations.
They realize that in a digital world, cybersecurity is the key to safeguarding their most precious
assets—intellectual property, customer information, financial data, and employee records, among
others. But far more than a defensive measure, companies also know that cybersecurity can
better position their organization with business partners, customers, investors, and other

stakeholders.

The European cybersecurity market is about 25% (i.e. about €17bin) of the world market
(estimated at €70bln in 2015), with an average yearly growth slightly larger than 6%, when the
world market is growing at about 10%/year. Recent study compiled by Europe’s cybersecurity
industry leaders pointed out that Europe is in danger of falling behind in the international digital
economy field.

The Master in Cybersecurity is a cutting-edge program, designed for those wishing to develop a
career as a cyber-security professional, or to take a leading technical or managerial role in an
organization critically dependent upon data and information communication technology. Students
will develop an advanced knowledge of information security and an awareness of the context in
which information security operates in terms of safety, environmental, social and economic
aspects. They will gain a wide range of intellectual, practical and transferable skills, enabling them

to develop a flexible professional career in IT.

Key elements of this postgraduate degree are: the real life experience given by the opportunity to
apply their theoretical knowledge through specialized virtual and remote security laboratories in
which they will be able to carry out activities such as reconnaissance, network scanning and
exploitation exercises, and investigate the usage and behavior of security systems such as
Intrusion Detection and Prevention Systems thus becoming confident in the practical application
of the latest tools; the high-level insight that will enhance student’s ability to research and design
creative cyber security solutions to address business problems; hands-on skills through
experimentation with security techniques, cryptographic algorithms, cyber forensics building an
ethical hacking environment; and flexibility since students will also be able to choose either the
completion of a Master thesis or to complete a Research methods course and two elective

courses.

Students undertake modules to the value of 90 ECTS credits.



COURSE PRESENTATION THROUGH THE STUDY GUIDE

The CYS605 course is a compulsory course to be taught during the second semester of the
Master’s degree. Its main aim is to allow prospective graduates to develop security policies that
will be supported by executive management and adopted by all employees, by developing
knowledge and skills in risk-based information security management, geared toward preventive
management and assurance of security of information and information systems in technology-
enabled environments. This course examines the steps required in policy development including
password protection, acceptable use of organization information technology assets, risk
acceptance, identification of internal and external threats, countermeasures, intellectual property,
proprietary information and privacy issues, compliance reporting, and escalation procedures.
Related topics such as access controls, security standards, and policy implementation are
covered. In the Cybersecurity Policy, Governance, Law and Compliance course we will examine
the detailed steps that are required in developing cyber security policies, risk assessments,
identification of internal and external threats, legal and privacy issues, reports, policy documents
and other closely related documents. In support of these documents we will also explore the
technology involved in creating firewall access controls, well developed social engineering
security controls, and stake holder policy implementation and enforcement. Security Policy
development and technology implementation will be covered in depth. Students are required to
attend bi- weekly virtual classes to submit discussion posts, reading assignment case studies,

media content review and exams.
On successful completion, the student will be able to:

¢ Demonstrate an understanding in writing cyber security policy documents and how to
mitigate security risks appropriately.

¢ Understand the cybersecurity threat landscape

¢ Identify and document the various types of cyber attacks that threaten governmental and
private industry information technology enterprises

e Assess options for mitigating risks after a cyber attack has occurred.

o Write cyber security policy documents that demonstrate an understanding of how to
mitigate security risks appropriately

o Develop an appreciation for the importance of policy implementation and enforcement

This study guide has been prepared collectively by the academic staff teaching in the program of

study this course belongs to and by the Distance Education Unit Director. The guide has been
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approved by the relevant Department Chair and the Distance Education Unit Director. The study
guide is based on the syllabus and learning material (provided through the online learning
platform) of the course CYS605. The guide consists of a basic tool of the learning process for this
course and it has been designed to use it along with the course learning material. The aim of this
guide is to direct students on how to use the learning material of this course in order to understand
and comprehend it. The guide aims to provide the necessary support needed for distance
learning. The guide is continuously updated to keep in accord with the course learning material
and to meet the aim of the course. Although the study guide provides extensive information related
to the course, it does not substitute in any way the learning material provided on the learning
platform. It is imperative that the studying of the learning material and executing the rest of the
activities of the course (e.g. attending online lectures, completing coursework) are very important
for the successful completion of the course.

This guide consists of a number of units, divided in 13 weeks, each one comprised of the summary
and introductory remarks, aim, learning outcomes, keywords, required learning material,
recommended further learning material, self-assessment activities and expected time for self-
study. At the end of this study guide, students can find suggested solutions and proposed answers
to all the self-assessment activities of this guide. It is very important that students carry out the
suggested self-assessment activities because it will assist them to understand in a practical way
the theoretical material they study for this course. In addition, the self-assessment activities help
to motivate and encourage students to carry out their self-study and to develop their analytical
and critical thinking skills. The self-assessment activities together with the model answers to the
self-assessment activities serve as a kind of a self-assessment for students. The expected time
for self-study of each unit includes the expected time spent on studying the learning material and
carrying out the self-assessment activities of each unit. The expected time for self-study does not
include the expected time for attending online lectures, coursework preparation, final examination

preparation, and final examination itself.

Recommended time for the student to work

Approximately 5 hours for comprehending the study guide.



CYBERSECURITY, NETWORK AND INFORMATION SECURITY

1stWeek

Summary

Cybersecurity is defined as the state of being protected against the criminal or unauthorized use
of electronic data, or the measures taken to achieve this.

"some people have argued that the threat to Cybersecurity has been somewhat inflated"

Introductory Remarks

There is a wide range of currently accepted cybersecurity definitions: The Committee on National
Security Systems (CNSS-4009) defines cybersecurity as the ability to protect or defend an
enterprise’s use of cyberspace from an attack, conducted via cyberspace, for the purpose of:
disrupting, disabling, destroying, or maliciously controlling a computing
environment/infrastructure; or, destroying the integrity of the data or stealing controlled
information. The National Institute of Standards and Technology (NIST) defines cybersecurity as
"the process of protecting information by preventing, detecting, and responding to attacks."

Similar to financial and reputational risk, cybersecurity risk affects a company’s bottom line. It can
drive up costs and impact revenue. It can harm an organization’s ability to innovate and to gain
and maintain customers. The International Organization for Standardization defines cybersecurity
or cyberspace security as the preservation of confidentiality, integrity and availability of
information in the Cyberspace. In turn, “the Cyberspace” is defined as “the complex environment
resulting from the interaction of people, software and services on the Internet by means of
technology devices and networks connected to it, which does not exist in any physical form.” At
its core, cybersecurity seeks to protect your enterprise from those who wish to do harm to your

business, steal your information or your money, or use your systems to target peers in the market.
Guaranteeing Cybersecurity requires coordinated efforts throughout an information system.

Elements of Cybersecurity include:

e Application security
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¢ Information security

o Network security

e Disaster recovery / business continuity planning
e Operational security

e End-user education

One of the most problematic elements of Cybersecurity is the quickly and constantly evolving
nature of security risks. The traditional approach has been to focus most resources on the most
crucial system components and protect against the biggest known threats, which necessitated
leaving some less important system components undefended and some less dangerous risks not

protected against. Such an approach is insufficient in the current environment.

PEOPLE

e Staff Training &
Awareness

PROCESS

* Management
Systems

e Governance
Frameworks

® Professional Skills
and Qualifications

® Best Practice

¢ Competent
Resources

Adam Vincent, CTO-public sector at Layer 7 Technologies (a security services provider to federal

agencies including Defense Department organizations), describes the problem:

"The threat is advancing quicker than we can keep up with it. The threat changes faster than our
idea of the risk. It's no longer possible to write a large white paper about the risk to a particular

system. You would be rewriting the white paper constantly..."

To deal with the current environment, advisory organizations are promoting a more proactive and
adaptive approach. The National Institute of Standards and Technology (NIST), for example,
recently issued updated guidelines in its risk assessment framework that recommended a shift

toward continuous monitoring and real-time assessments.
A new study from Wombat Security and Aberdeen Group, a recognized leader in security
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awareness and training, shows that boosting Cybersecurity awareness and education among
employees can reduce enterprise security risks and cost. According to a pair of organizations
behind a newly released study, Cybersecurity awareness and education is important, not just for
IT professionals but for all employees of every organization, from management to the general

rank-and-file of an organization's workforce.

However, it can be difficult for security officers to effectively communicate this importance to
senior management. It is suggested that security awareness and changing employee behaviour
can reduce the risk of a breach by up to 70%. While companies tend to spend a lot on security
technologies, it was found that these controls are not 100% effective and may not account for one
of the biggest threats to security: the errant behaviour of end users. Investing in awareness and
training to teach employees how to effectively deal with common threats from social media or
phishing can quantifiably reduce security-related risk by 45% to 70%, according to the companies,
when accounting for both the likelihood and business impacts of security infections due to
employee behaviour.

Information Goverance (IG) is a sort of super discipline that has emerged as a result of new and
tightened legislation governing businesses, external threats such as hacking and data breaches,
and the recognition that multiple overlapping disciplines were needed to address today’s
information management challenges in an increasingly regulated and litigated business
environment. IG is a subset of corporate governance, and includes key concepts from records
management, content management, IT and data governance, information security, data privacy,
risk management, litigation readiness, regulatory compliance, long-term digital preservation, and
even business intelligence. This also means that it includes related technology and discipline
subcategories, such as document management, enterprise search, knowledge management, and

business continuity/ disaster recovery.

Practicing good IG is the essential foundation for building legally defensible disposition practices
to discard unneeded information and to secure confidential information, which may include trade
secrets, strategic plans, price lists, blueprints, or personally identifiable information (PIl) subject
to privacy laws; it provides the basis for consistent, reliable methods for managing data, e-

documents, and records.

Having trusted and reliable records, reports, data, and databases enables managers to make key
decisions with confidence. And accessing that information and business intelligence in a timely

fashion can yield a long-term sustainable competitive advantage, creating more agile enterprises.
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To do this, organizations must standardize and systematize their handling of information. They
must analyze and optimize how information is accessed, controlled, managed, shared, stored,
preserved, and audited. They must have complete, current, and relevant policies, processes, and
technologies to manage and control information, including who is able to access what information,
and when, to meet external legal and regulatory demands and internal governance policy

requirements. In short, IG is about information control and compliance.

IG is a subset of corporate governance, which has been around as long as corporations have
existed. IG is a rather new multidisciplinary fi eld that is still being defi ned, but has gained traction
increasingly over the past decade. The focus on IG comes not only from compliance, legal, and
records management functionaries but also from executives who understand they are
accountable for the governance of information and that theft or erosion of information assets has

real costs and consequences.

Information security governance is the responsibility of the board of directors and senior
executives. It must be an integral and transparent part of enterprise governance and be aligned
with the IT governance framework. Whilst senior executives have the responsibility to consider
and respond to the concerns and sensitivities raised by information security, boards of directors
will increasingly be expected to make information security an intrinsic part of governance,
integrated with processes they already have in place to govern other critical organisational

resources.

To exercise effective enterprise and information security governance, boards and senior
executives must have a clear understanding of what to expect from their enterprise’s information
security programme. They need to know how to direct the implementation of an information
security programme, how to evaluate their own status with regard to an existing security

programme and how to decide the strategy and objectives of an effective security programme.

Whilst there are many aspects to information security governance, there are several mattersthat

can assist in focusing on the question, ‘What is information security governance?’.
These are the:

¢ Desired outcomes of information security governance
¢ Knowledge and protection of information assets
¢ Benefits of information security governance

¢ Process integration
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Information security governance consists of the leadership, organisational structures and
processes that safeguard information. Critical to the success of these structures and processes
is effective communication amongst all parties based on constructive relationships, a common
language and shared commitment to addressing the issues. The six basic outcomes of

information security governance should include:

1. Strategic alignment of information security with business strategy to support organisational
objectives

2. Risk management by executing appropriate measures to manage and mitigate risks and
reduce potential impacts on information resources to an acceptable level

3. Business process assurance/ convergence by integrating all relevant assurance
processes to maximize the effectiveness and efficiency of security activities

4. Resource management by utilising information security knowledge and infrastructure
efficiently and effectively

5. Performance measurement by measuring, monitoring and reporting information security
governance metrics to ensure that organisational objectives are achieved

6. Value delivery by optimising information security investments in support of organisational
objectives.

The National Association of Corporate Directors (NACD), the leading membership organisation
for boards and directors in the US, recognises the importance of information security. It
recommends four essential practices for boards of directors, as well as several specific practices

for each point.
The four practices, which are based on the practicalities of how boards operate, are:

¢ Place information security on the board’s agenda.

« |dentify information security leaders, hold them accountable and ensure support for them.

* Ensure the effectiveness of the corporation’s information security policy through review and
approval.

e Assign information security to a key committee and ensure adequate support for that
committee.

A key goal of information security is to reduce adverse impacts on the organisation to an
acceptable level of risk. Information security protects information assets against the risk of loss,
operational discontinuity, misuse, unauthorised disclosure, inaccessibility and damage. It also

protects against the ever-increasing potential for civil or legal liability that organisations face asa
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result of information inaccuracy and loss, or the absence of due care in its protection.

Information security covers all information processes, physical and electronic, regardless whether
they involve people and technology or relationships with trading partners, customers and third
parties. Information security addresses information protection, confidentiality, availability and

integrity throughout the life cycle of the information and its use within the organisation.

Given the dramatic rise of information crimes, including phishing and other cyberattacks, few
today would contend that improved security is not a requirement. With new worms/malware and
the increase in reported losses of confidential customer information and intellectual property theft,
senior management is left with little choice but to address these issues. Information security
requires a balance between sound management and applied technology. With the widespread
use of networks, individuals and organisations are concerned with other risks pertaining to privacy
of personal information and the organisation’s need to protect the confidentiality of information,

whilst encouraging electronic business.

The systems and processes that handle information have become pervasive throughout
enterprises. Organisations may survive the loss of other assets, including facilities, equipment
and people, but few can continue with the loss of their critical information (i.e., accounting and
financial reporting information and operations and process knowledge and information) or
customer data. The risks, benefits and opportunities these resources present have made
information security governance a critical facet of overall governance. Information security should
be an integral part of enterprise governance, aligned with IT governance and integrated into
strategy, concept, design, implementation and operation. Protecting critical information must
constitute one of the major risks to be considered in management strategies and should also be

recognised as a crucial contributor to success.

Thus, information security governance requires senior management commitment, a security-
aware culture, promotion of good security practices and compliance with policy. It is easier to buy
a solution than to change a culture, but even the most secure system will not achieve a significant
degree of security if used by ill-informed, untrained, careless or indifferent personnel. Information
security is a top-down process requiring a comprehensive security strategy that is explicitly linked
to the organisation’s business processes and strategy. Security must address entire
organisational processes, both physical and technical, from end to end. To ensure that all relevant
elements of security are addressed in an organisational security strategy, several security

standards have been developed to provide guidance and ensure comprehensiveness.
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Information security governance is a subset of enterprise governance that provides strategic
direction, ensures that objectives are achieved, manages risks appropriately, uses organisational
resources responsibly, and monitors the success or failure of the enterprise security programme.
Information security deals with all aspects of information (spoken, written, printed, electronic or
any other medium) and information handling (created, viewed, transported, stored or destroyed).
This is contrasted with IT security that is concerned with security of information within the
boundaries of the network infrastructure technology domain. Typically, confidential information
disclosed in an elevator conversation or sent via regular mail would be outside the scope of IT
security. However, from an information security perspective, the nature and type of compromise
is not as important as the fact that security has been breached; that is the crucial concern. To
achieve effective information security governance, management must establish and maintain a
framework to guide the development and maintenance of a comprehensive information security

programme.
The information security governance framework generally consists of:

+ Aninformation security risk management methodology

e A comprehensive security strategy explicitly linked with business and IT objectives

¢ An effective security organisational structure

e A security strategy that talks about the value of information protected—and delivered

e Security policies that address each aspect of strategy, control and regulation

* A complete set of security standards for each policy to ensure that procedures and guidelines
comply with policy

¢ Institutionalised monitoring processes to ensure compliance and provide feedback on
effectiveness and mitigation of risk

e A process to ensure continued evaluation and update of security policies, standards,
procedures and risks

This framework in turn provides the basis for the development of a cost effective information
security programme that supports the organisation’s goals and provides an acceptable level of
predictability for operations by limiting the impacts of adverse events. The overall objective of the
programme is to provide assurance that information assets are given a level of protection

commensurate with their value or the risk their compromise poses to the organisation.

To promote alignment, the business strategy provides one of the inputs into risk management

and information security strategy development. Other inputs are the business processes, risk
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assessments, business input analyses and the information resources critical for their success.
Regulatory requirements must also be considered in developing the security strategy. Security
requirements are the output of the risk management activity and are input to the planning activity
together with the current state of the enterprise relative to these security requirements. Other
inputs to the planning stage are the available resources and applicable constraints for achieving

the desired state of security.

Whilst emerging definitions of the scope of information security are adding concepts such as
information usefulness and possession—the latter to cope with theft, deception and fraud—the
networked economy adds the critical need for trust and accountability in electronic transactions.

In this context, the security objective is met when:

+ Information is available and usable when required, and the systems that provide it can
appropriately resist or recover from attacks (availability)

¢ Information is observed by or disclosed to only those who have a need to know (confidentiality)

¢ Information is protected against unauthorised modification (integrity)

e Business transactions as well as information exchanges between enterprise locations orwith
external trading partners can be trusted (authenticity and non-repudiation)

The relative priority and significance of availability, confidentiality, integrity, authenticity and non-
repudiation vary according to the data within the information system and the business context in
which they are used. For example, integrity is especially important relative to management
information due to the impact that information has on critical strategy related decisions and
financial reporting. Confidentiality may be the most critical today as it relates to personal, financial

or medical information, or the protection of trade secrets and other forms of intellectual property

(IP).
Aim/Objectives

This chapter aims to introduce students to cybersecurity and its relation to network and
information security. Further it aims to explain the concepts of policy, information governance (1G),

law and compliance.

Learning Outcomes

In this chapter, students should be able to:

o Define the concept of cybersecurity
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e Recount the history of computer security, and explain how it evolved into information
security

o Explore cybersecurity’s relationship with network and information security

e Explain the concepts of policy, information governance, compliance

e Describe the laws and regulations designed to force improvement in organisational
governance, security, controls and transparency

Key Words
 Information security - Network security - Cybersecurity
Governance Data Information
- Knowledge - Policy - Information assets
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Self-Assessment Exercises

Exercise 1.1

Why is information security a management problem? What can management do that technology

cannot?
Exercise 1.2

Why is data the most important asset an organization possesses? What other assets in the

organization require protection?

Recommended time for the student to work

15 hours
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INTRODUCTION TO INFORMATION SECURITY

2nd Week

Summary

This chapter establishes the foundation for understanding the broader field of information security.
This is accomplished by defining key terms such as concepts of cybersecurity, information
security terms and concepts like Access, Asset, Attack, Control, safeguard, or countermeasure,
Exploit, Exposure, Loss, Protection profile or security posture Risk, Subjects and objects of attack,
Threat, Threat agent, Threat event, Threat source, Vulnerability. Explaining essential concepts
and reviewing the origins of the field and its impact on the understanding of information security.

Introductory Remarks

Information security in today’s enterprise is a “critical business capability that needs to be aligned
with corporate expectations and culture that provides the leadership and insight to identify risks
and implement effective controls.”* However, before analysing the details of information security,
it is necessary to review the origins of this field and its impact on our understanding of information

security today.

The need for computer security, or the need to secure the physical location of hardware from
outside threats, began almost immediately after the first mainframes were developed. Groups
developing code-breaking computations during World War Il created the first moderncomputers.
Badges, keys, and facial recognition of authorized personnel controlled access to sensitive
military locations. In contrast, information security during these early years was rudimentary and
mainly composed of simple document classification schemes. The primary threats to security,

were physical theft of equipment, espionage against the products of the systems, and sabotage.

During the 1960s, the Department of Defense’s Advanced Research Procurement Agency

1 Martin Fisher, IT Security Manager at Northside Hospital in Atlanta
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(ARPA) began examining the feasibility of a redundant networked communications system
designed to support the military’s need to exchange information. Larry Roberts, who is known as
the founder of the Internet, developed the project from its inception. During the next decade,
ARPANET grew in popularity and use, and so did its potential for misuse. In December of 1973,
Robert M. Metcalfe indicated that there were fundamental problems with ARPANET security.
Individual remote users’ sites did not have sufficient controls and safeguards to protect data
against unauthorized remote users and there was lack of safety procedures for dial-up
connections to the ARPANET. User identification and authorization to the system were non-

existent.

The movement toward security went beyond protecting physical locations and began with the
Rand Report R-609. This was sponsored by the U.S. Department of Defense, which attempted to
define multiple controls and mechanisms necessary for the protection of a multilevel computer
system. The scope of computer security grew from physical security to include: Securing the data;
Limiting random and unauthorized access to that data; Involvement of personnel from multiple

levels of the organization.

At the close of the 20th century, as networks of computers became more common, so did the
need to connect the networks to each other. This gave rise to the Internet, the first manifestation
of a global network of networks. There has been a price for the phenomenal growth of the Internet,
however. When security was considered at all, early Internet deployment treated it as a low
priority. As the requirement for networked computers became the dominant style of computing,
the ability to physically secure the physical computer was lost, and the stored information became
more exposed to security threats. In the late 1990s and into 2000s, many large corporations
began publicly integrating security into their organizations. Further the antivirus products became

popular and information security began to emerge as an independent discipline.

Today, the Internet has brought millions of unsecured computer networks into communication
with each other. Explain that our ability to secure each computer’s stored information is now

influenced by the security on each computer to which it is connected.

In general, security means to be protected from adversaries, from those who would do harm,
intentionally or otherwise. The Committee on National Security Systems (CNSS) defines
information security as the protection of information and its critical elements. A successful
organization should have the following multiple layers of security in place for the protection of its

operations: Information security management; Data security; Network security.
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The C.I.A. triad, which has been considered the industry standard for computer security since the
development of the mainframe. It was solely based on three characteristics that described the
utility of information: confidentiality, integrity, and availability. The C.I.A. triangle has expanded

into a list of critical characteristics of information.
The value of information comes from the characteristics it possesses:

Availability enables users who need to access information to do so without interference or

obstruction and to retrieve that information in the required format.

Accuracy occurs when information is free from mistakes or errors and has the value that the end
user expects. If information contains a value different from the user’s expectations due to the

intentional or unintentional modification of its content, it is no longer accurate.

Authenticity is the quality or state of being genuine or original, rather than a reproduction or
fabrication. Information is authentic when it is the information that was originally created, placed,

stored, or transferred.

Confidentiality is the quality or state of preventing disclosure or exposure to unauthorized

individuals or systems.

Integrity is the quality or state of being whole, complete, and uncorrupted. The integrity of
information is threatened when the information is exposed to corruption, damage, destruction, or

other disruption of its authentic state.

Utility is the quality or state of having value for some purpose or end. Information has value when
it serves a particular purpose. This means that if information is available, but not in a format

meaningful to the end user, it is not useful.

Possession is the quality or state of having ownership or control of some object or item.
Information is said to be in one's possession if one obtains it, independent of format or other
characteristics. While a breach of confidentiality always results in a breach of possession, a

breach of possession does not always result in a breach of confidentiality.
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Confidentiality

— Availabllity

Possession

To fully understand the importance of information security, it is necessary to briefly review the
elements of an information system. An information system (IS) is the entire set of software,
hardware, data, people, procedures, and networks necessary to use information as a resource in

the organization.

Software is the operating systems, applications, and assorted utilities of an information system.
Hardware as the physical assets that run the applications that manipulate the data of an
information system. As hardware has become more portable, the threat posed by hardware loss
has become a more prominent problem. The lifeblood of an organization is the information needed
to strategically execute on business opportunities and the data processed by information systems
are critical to today’s business strategy. People are often the weakest link in an information
system, since they give the orders, design the systems, develop the systems, and ultimately use
and game the systems that run today’s business world. Procedures are the written instructions
for accomplishing a task, which may include the use of technology or information systems, but
not necessarily. These are the rules that we are supposed to follow and the foundation for the
technical controls that security systems must be designed to implement. The modern information
processing system is extremely complex and relies on many hundreds of connections, both
internal and external. Networks are the highway over which information systems pass data and
users complete their tasks. Proper control over all traffic in every network in an organization is

vital to properly managing the information flow and security of that organization.

When considering information security, it is important to realize that it is impossible to obtain
perfect security. Security is not an absolute; it is a process and not a goal. Security should be
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considered a balance between protection and availability. To achieve balance, the level of security

must allow reasonable access, yet protect against threats.

Security can begin as a grassroots effort when systems administrators attempt to improve the
security of their systems. This is referred to as the bottom-up approach. The key advantage of
the bottom-up approach, which is the technical expertise of the individual administrators.
Unfortunately, this approach seldom works, as it lacks a number of critical features, such as
participant support and organizational staying power. An alternative approach, which has a higher
probability of success, is called the top-down approach. The project is initiated by upper
management who issue policy, procedures, and processes, dictate the goals and expected
outcomes of the project, and determine who is accountable for each of the required actions. The
top-down approach has strong upper-management support, a dedicated champion, dedicated

funding, clear planning, and the opportunity to influence organizational culture.

Information security must be managed in a manner similar to any other major system implemented
in the organization. The traditional approach for implementing an information security system in
an organization has given rise to a number of variations, including RAD, JAD, Agile, and a new
approach, DevOps.

It takes a wide range of professionals to support a diverse information security program. To
develop and execute specific security policies and procedures, additional administrative support

and technical expertise is required.

The Chief Information Officer is the senior technology officer, although other titles such as vice
president of information, VP of information technology, and VP of systems may also be used. The
ClO is primarily responsible for advising the chief executive officer, president, or company owner
on the strategic planning that affects the management of information in the organization. The
Chief Information Security Officer is the individual primarily responsible for the assessment,
management, and implementation of securing the information in the organization. The CISO may

also be referred to as the manager for security, the security administrator, or a similar title.
The roles of those who own and safeguard the data.

Data Owners: Those responsible for the security and use of a particular set of information. Data
owners usually determine the level of data classification associated with the data, as well as

changes to that classification required by organizational change.

Data Custodians: Those responsible for the storage, maintenance, and protection of the
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information. The duties of a data custodian often include overseeing data storage and backups,
implementing the specific procedures and policies laid out in the security policies and plans, and

reporting to the data owner.

Data Users: End users who work with the information to perform their daily jobs supporting the
mission of the organization. Everyone in the organization is responsible for the security of data,

so data users are included here as individuals with an information security role.

Each organization develops and maintains its own unique culture and values. A community of
interest is a group of individuals who are united by similar interests or values within an
organization and who share a common goal of helping the organization to meet its objectives.
These professionals are focused on protecting the organization’s information systems and stored

information from attacks.

There can be many different communities of interest in an organization. The three that are most
often encountered, and which have roles and responsibilities in information security, are listed

here. In theory, each role must complement the other but this is often not the case.

With the level of complexity in today’s information systems, the implementation of information
security has often been described as a combination of art and science. The concept of the
“security artisan” and explain that it is based on the way individuals have perceived systems
technologists since computers became commonplace. There are no hard and fast rules regulating
the installation of various security mechanisms, nor are there many universally accepted complete
solutions. While there are many manuals to support individual systems, once these systems are
interconnected, there is no magic user's manual for the security of the entire system. This is
especially true with the complex levels of interaction between users, policy, and technology
controls. We are dealing with technology developed by computer scientists and engineers—
technology designed to operate at rigorous levels of performance. Even with the complexity of the
technology, most scientists would agree that specific scientific conditions cause virtually all
actions that occur in computer systems. Almost every fault, security hole, and systems
malfunction is a result of the interaction of specific hardware and software. If developers had

sufficient time, they could resolve and eliminate these faults.

Aim/Objectives

This chapter aims to introduce students to information security and stress its importance to

businesses and organisations. The CIA triad is analysed along with the roles of each person
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interacting with information in an organisation.

Learning Outcomes

In this chapter, students should be able to:

e Define information security

e Recount the history of computer security, and explain how it evolved into information
security

o Define key terms and critical concepts of information security
o Explain the role of security in the systems development life cycle

e Describe the information security roles of professionals within an organization
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15 hours
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INFORMATION SECURITY POLICY

34 Week

Summary

Information security policies act as an outline for acceptable behavior and use of information.
Policy functions as a low cost form of control for prevention of incidents involving information.

Some of the basic rules that should be followed when creating a policy:

1. Policy should never conflict with law
2. Policy must be able to stand up in court if challenged
3. Policy must be properly supported and administered

Guidelines recommended by Bergeron and Berube on the creation of IT policy are followed: All
policies must contribute to the success of the organization; Management must ensure the
adequate sharing of responsibility for proper use of information systems; End users of information

systems should be involved in the steps of policy formulation.

;
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The four different layers of the bull’'s-eye model for prioritizing complex changes:

a. Policies e

olicies
b. Networks Networks
c. Systems Systems
d. Applications

Introductory Remarks

Policy is used in protecting an organization and its employees, by establishing acceptable use

and allowed behaviors.

Policy can be described as a defined plan or course of action, intended to influence and determine
decisions, actions, and other matters. Note that policy represents the formal statement of the
organizations managerial philosophy. Policies are a set of rules that determine what behavior is
acceptable and unacceptable within an organization. Policies must define what penalties exist for

unacceptable behavior, as well as an appeals process.
A quality information security program begins and ends with policy.

Properly developed and implemented policies enable the information security program to function

almost seamlessly within the workplace.

Although information security policies are the least expensive means of control to execute, they

are often the most difficult to implement.
Some basic rules must be followed when shaping a policy:

e Policy should never conflict with law
e Policy must be able to stand up in court, if challenged

e Policy must be properly supported and administered
“All policies must contribute to the success of the organization.

Management must ensure the adequate sharing of responsibility for proper use of information

systems.
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End users of information systems should be involved in the steps of policy formulation.”

The Bulls-eye Model

Bulls-eye model layers:

Policies—the outer layer in the bull’'s-eye diagram

Networks—where threats from public networks meet the organization’s networking infrastructure

Systems—includes computers used as servers, desktop computers, and systems used for

process control and manufacturing systems
Applications—includes all applications systems

“...policies are important reference documents for internal audits and for the resolution of legal
disputes about management's due diligence [and] policy documents can act as a clear statement

of management's intent...”
Policy, Standards, and Practices

Policy is “a plan or course of action, as of a government, political party, or business, intended to

influence and determine decisions, actions, and other matters”.
A standard is a more detailed statement of what must be done to comply with policy.

Practices, procedures and guidelines explain how employees will comply with policy.
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Sanctioned by organizational

POLICIES most senior management

Built from sound policy,

requiring that policy be STANDARDS
established first

i'
Detailed steps, which
when followed, meet the PRACTICES GUIDELINES PROCEDURES
requirements of standards ‘
[

m Policies, Standards, and Practices

For policies to be effective they must be:

+ properly disseminated
e read
e understood

e agreed-to
Policies require constant modification and maintenance.

In order to produce a complete information security policy, management must define three types

of information security policy:

e Enterprise information security program policy
¢ |ssue-specific information security policies
e Systems-specific information security policies

A standard can be described as a detailed statement of what must be done in order to comply

with a policy. Practices, procedures, and guidelines determine how employees are to comply with
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policy. The three types of policies that must be defined, according to NIST, often created in this

order:

e Enterprise information security policy (EISP)
e |ssue-specific security policies (ISSP)

e System-specific security policies (SysSP)

An enterprise information security policy (EISP) as a policy that sets the strategic direction, scope,
and tone for all of an organization’s security efforts. An EISP must support an organization’s vision
and mission statements, and that it must also be defensible if legal challenges arise. EISP plays
an important role in stating the importance of information security, while it should not contradict

the organizational mission statement.
The elements that should exist within an EISP document are:

a. An overview of the corporate philosophy on security

b. Information on the structure of the InfoSec organization and individuals who fulfill the
InfoSec role

c. Fully articulated responsibilities for security that are shared by all members of the
organization

d. Fully articulated responsibilities for security that are unique to each role within the

organization

An issue-specific security policy (ISSP) is a policy that provides detailed, targeted guidance to
instruct all members of the organization in the use of a resource. An ISSP should begin by
introducing the organization’s fundamental resource-use philosophy, and note that the ISSP
typically includes more detail than higher level policy documents. An effective ISSP document
accomplishes explaining how technology should be used, how technology is controlled, and

should finally indemnifies the organization against liability for misuse.
The three characteristics that every ISSP should have are:

a. To address specific technology-based resources
b. To require frequent updates

c. To contain an issue statement

The ISSP should begin with a clear statement of purpose that outlines the scope and applicability
of the policy.

The authorized uses section of the policy is outlining who can use technology covered under the
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policy, and for what purposes. The prohibited uses section is detailing what types of activities are
not allowed. The systems management section is pertaining to users’ relationships to systems
management, and can cover proper use of e-mail and electronic documents, as well as storage
of documents. The violations of policy section is outlining what actions will be taken as a result of
violating a policy. The policy review and modification is involving the timetable and procedures for
periodic review. The limitations of liability section is outlining the organization’s liability and

providing a set of disclaimers.
The three most common approaches for creating and managing ISSPs are as follows:

a. Create a number of independent ISSP documents, each specifically tailored for a single
issue

b. Create a single comprehensive ISSP document that covers everything

c. Create a modular ISSP document that unifies policy creation and administration while

maintaining each specific issue’s requirements

The recommended approach is the modular policy, due to the fact that a standard template can

be used, while allowing for customization on specific issues.

The system-specific security policy (SysSP) IS being similar to a set of standards or procedures
that must be followed when dealing with specific systems. There are two separate groups that
can make up a SysSP: managerial guidance and technical specifications.

Managerial Guidance SysSPs

A managerial guidance SysSP document is created by management to guide implementation of
new hardware and to address employee behavior. Any technology that can potentially affect the
confidentiality, integrity, or availability of information must be evaluated using a SysSP.

Technical Specification SysSPs

A system administrator might need to create a different policy in order to implement a managerial
policy, such as with passwords. There are two different methods for implementing technical

controls:

a. Access control lists are a list that allows or denies access based on authentication or types
of network traffic.
b. Configuration rules are instructional codes that guide the execution of a system as

information is passing through it, and provide some examples, such as a firewall rule set.

Some of the privileges that can be assigned to a user within an ACL, such as:

33



¢ Read

o  Write
o Execute
e Delete

Access control lists have been implemented on Linux-based and Microsoft Windows operating
systems. A combination SysSP, takes the managerial SysSP document and combines it withthe

technical specifications SysSP.
Guidelines for Effective Policy Development and Implementation
The characteristics of a successful policy are as follows:

Developed using industry-accepted practices
Distributed using all appropriate methods
Read by all employees

Understood by all employees

Formally agreed to by act or affirmation

o gk~ w NP

Uniformly applied and enforced
Developing Information Security Policy

The benefits of viewing the development process of an InfoSec policy in three parts, consisting of
design and writing, policy approval, and the management process for distributing the policy
throughout an organization. Issues can arise as a result of illiteracy or due to poor understanding
of the native language in which a policy is written. Also challenges are faced by multinational

organizations that must translate a policy into several languages.

It is important to ensure that employees will understand a policy, and jargon or technical terms
should be kept to a minimum in order to ensure comprehension. Microsoft Word can be used to

gather readability statistics for use in determining policy readability.

Policy compliance means that an employee must agree to a policy. Issues may arise if an

employee refuses to agree to a policy, and some cases, this may be grounds for termination.
We can ensure policy enforcement, either by using punishment based or reward based systems.

The systems development life cycle (SDLC) can be used to develop a policy. Some of the different

items that should be attained during the investigation phase of policy development are:

a. Support from senior management
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Support and active involvement of IT management

b

c. Clear articulation of goals

d. Participation of the correct individuals
e

A detailed outline of the scope of the policy development
The tasks that should occur at the analysis phase are:

a. A new or recent risk assessment or IT audit

b. The gathering of key reference materials
Some valuable resources for designing a policy can be found in:

e The Web

e Government sites

e Professional literature
o Peer networks

¢ Professional consultants

End-user license agreements (EULAS) have been used to outline fair use of software, and the

typical steps available for a user to confirm acceptance of a EULA.

The implementation phase as the phase in which a policy development team writes the actual

policies.

The maintenance phase is the phase in which policy is monitored, maintained, and modified as

needed.

There are also automated policy management tools, such as the VigilEnt Policy Center (VPC)
tool.

The VPC allows policy developers to create policy, manage the approval process with multiple

individuals or groups, and distribute approved policy throughout their organizations.

NIST’s Special Publication 800-18, Rev. 1, is a very enlightening document which describes a
business process-centered approach to policy management. It is important to review existing

policies on a schedule, as well as ensuring any policy revisions are properly dated.

Explain the role of a champion and a manager in the creation of policy, and note that the
combination of these two roles is known as the policy administrator. It is important to use a proper
review schedule, which is used to keep policies current. Note that a policy review should occur at

least on a yearly basis. Allowing individuals to make recommendations for revisions to policy can
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help a policy administrator improve a policy. Placing a proper timestamp on a policy, and properly

dating revisions is also very important.

The use of policy is intended to improve employee productivity, and inform employees of
acceptable / unacceptable behavior. An additional benefit of proper policy usage is the avoidance

of litigation in the event of employee termination.

Aim/Objectives

Week 3 introduces students to the concept of information security policies. Students will learn
about the three different types of information security policies: enterprise information security
policy, issue-specific security policy, and system-specific security policy. Elements of effective

policy implementations are discussed as well.

Learning Outcomes

In this chapter, students should be able to:

+ Define information security policy and understand its central role in a successful information
security program

¢ Describe the three major types of information security policy and discuss the major
components of each

+ Explain what is needed to implement effective policy

* Discuss the process of developing, implementing, and maintaining various types of
information security policies

Key Words
! Enterprise information = Issue-specific security . System-specific security
security policy (EISP) policies (ISSP) policies (SysSP)
Policy reading Policy comprehension Policy compliance

~ Policy enforcement
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Annotated Bibliography

Required Materials
To achieve the educational needs of this unit the following material is used:
Primary Material

Chapter 4 of Michael E. Whitman, Herbert J. Mattord, Management of Information Security, Fifth
Edition. Cengage Learning, 2017, ISBN-13: 978-1-305-50125-6.

Bayuk, J.L., Healey, J., Rohmeyer, P., Sachs, M.H., Schmidt, J. and Weiss, J., 2012. Cyber
security policy guidebook. John Wiley & Sons.

Supportive material

— SANS page containing security policy templates:
http://www.sans.org/security-resources/policies/

— NIST Special Publication 800-18 Rev. 1 document, visit:
http://csrc.nist.gov/publications/nistpubs/800-18-Rev1/sp800-18-Revl-final.pdf

— What is an Access Control List?:
http://searchsoftwarequality.techtarget.com/definition/access-control-list

— The Systems Development Life Cycle
http://csrc.nist.gov/publications/nistbul/april2009_system-development-life-cycle.pdf

Self-Assessment Exercises

Exercise 3.1

List and describe the three approaches to policy development presented in this chapter. In your
opinion, which is best suited for use by a smaller organization and why? If the target organization

were very much larger, which approach would be more suitable and why?

Recommended time for the student to work

15 hours
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INFORMATION SECURITY GOVERNANCE

4th Week

Summary

Role of cybersecurity and information security in the organization, levels of responsibility, the
different personnel roles: information owner, information custodian, administrator, solution

provider, change control, human resources, user. Certification and accreditation.

Introductory Remarks

The Role of Planning

Proper planning for information security is important, and we have seen the role of a chief
information security officer (CISO) or chief security officer (CSO). Different groups that can be
internal or external to an organization can also be involve in information security planning. A
stakeholder is a person or organization that has a stake in a specific part of plan or operation.

Stockholders are entities that hold stock in a particular organization.

It is important to understand an organization’s planning process in order to ensure successful
planning. Organizational planning should involve organizational leadership in the creation of

general objectives in order to guide an organization’s path, with the goal of creating detailed plans.

Important elements to be considered prior to planning, are specifically stating ethical,

entrepreneurial, and philosophical perspectives.

A mission statement is used to indicate the primary business of an organization and its intended
area of operations. Organizations may require the creation of a mission statement for each of its

major departments, including the information security department.

Vision statement is a statement containing the aspirations of an organization and what it intends
to achieve. A vision statement does not necessarily have to be realistic, but should serve to guide

an organization’s future.

The values statement, sets the standard by which an organization can evaluate itself and its
current practices. Examples of values statements such as Microsoft’'s values statement can be

found on its website.
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Strategic planning is guiding an organization to the creation of specific goals, and re-iterate that
a good strategic plan utilizes a top-down approach. A multilayered approach is used to accomplish

the creation of a general strategy and contribute to overall strategic planning.

A strategic plan is created and we can observe how different levels of management would function
in the top-down approach. For the organization’s top management is important to fully understand

the strategic goals of the organization, in order to create a strategic plan.

The next step in strategic planning is to create tasks with objectives. The strategic plan is used to
create tactical plans, and that tactical plans are used to create operational plans. Tactical plans
consist of specific, incremental objectives. As part of a tactical plan, we should include other plans
such as project plans, resource acquisition planning documents, project budgets, project reviews,
and monthly / annual reports. Tactical plans are sometimes called process project planning or
intermediate planning, when they are created for a specific project. An operational plan is used to
outline day-to-day tasks, and we will see what objectives may be included in an operational plan,
such as the selection, configuration, and deployment of hardware, or the design and
implementation of a SETA program.

A strategic plan should include some of the basic components of a typical strategic plan:

Executive Summary

Mission, Vision and Values Statement
Organizational Profile and History
Strategic Issues and Challenges
Corporate Goals and Objectives

-~ o o 0o T o

Major Business Units Goals and Objectives

Appendices - can assist in the identification of new directions or the elimination of

Q

unprofitable directions.

Governance, risk management and compliance (GRC) is the umbrella term covering an
organization's approach across these three areas: Governance, risk management, and

compliance. It is an approach to executive-level strategic planning.

Information Goverance (IG) is a sort of super discipline that has emerged as a result of new and
tightened legislation governing businesses, external threats such as hacking and data breaches,
and the recognition that multiple overlapping disciplines were needed to address today’s
information management challenges in an increasingly regulated and litigated business

environment. IG is a subset of corporate governance, and includes key concepts from records
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management, content management, IT and data governance, information security, data privacy,
risk management, litigation readiness, regulatory compliance, long-term digital preservation, and
even business intelligence. This also means that it includes related technology and discipline
subcategories, such as document management, enterprise search, knowledge management, and

business continuity/ disaster recovery.

We define cyber risk assessment as the identification, analysis and evaluation of cyber risks. It
studies and analyses the entire IT infrastructure and identifies possible vulnerabilities at the
juncture of people, processes and technology, as well as vulnerabilities within the different
systems. After the assessment has been made, the next logical step is risk management. Thus,
a cyber risk management programme prioritises the identified risks in terms of likelihood of
occurrence, then makes coordinated efforts to minimise, monitor and control the impact of those
risks. “Cybersecurity Risk Management” means technologies, practices, and policies that address
threats or vulnerabilities in networks, computers, programs and data, flowing from or enabled by
connection to digital infrastructure, information systems, or industrial control systems, including
but not limited to, information security, supply chain assurance, information assurance, and

hardware and software assurance.

IT Governance defines cyber risk as any event that can lead to data breaches, financial loss,
reputational damage, and disruption of operations caused by a failure of technology systems and

procedures.

Analyse

and
prioritise

Control

and Evaluate
treatment
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Risk management is an essential requirement of several of the most important information

security standards and frameworks.

Information security is a managerial responsibility, and proper management involvement in

ensuring information security.
Desired Outcomes

The elements that are critical to information security governance, are effective communication,
constructive relationships, common language, and shared commitment. The five basic outcomes
of information security governance, and the National Association of Corporate Directors (NACD)

recommendations on essential practices for boards of director are also important.
Benefits of Information Security Governance

Some of the benefits of information security governance, are the increased share value or
increased predictability and reduced uncertainty. Different aspects of an information security
governance program that designers should consider, are the risk management methodology and

effective security organizational structure.
CERT Governing for Enterprise Security Implementation

According to GES, the Enterprise Security Program (ESP) governance activities should be driven

by a Board Risk Committee (BRC) in addition to the organization’s executive management.
The three supporting documents included in the GES are:

a. Article 1: Characteristics of Effective Security Governance
b. Article 2: Defining an Effective Enterprise Security Program
c. Article 3: Enterprise Security Governance Activities

ISO/IEC 27014:2013 Governance of Information Security

ISO 27014:2013 standard, specifies the following six high-level “action-oriented” information

security governance principles:

Establish organization-wide information security

Adopt a risk-based approach

Ensure conformance with internal and external requirements

a
b

c. Set the direction of investment decisions
d

e. Foster a security-positive environment

f.

Review performance in relation to business outcomes
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The five governance processes promoted by the ISO 27014:2013 standard:

Evaluate
Direct
Monitor

Communicate

® 2 0 T 9

Assure
The overall goals of governance as assessed in ISO/IEC 27014:2013 are:

a. Alignment of objectives and strategies between the information security program and the
overall organization
b. Increased value added to the organization, its executive management, and stakeholders

c. Effective assignment of risk to the appropriate responsible party
Security Convergence

Security-related governance within organizations has merged over time, and accountability for
information security has broadened across different management roles. Enterprise risk
management (ERM) can be used to better align security functions with an organization’s mission,

including IT security and physical security elements.
Planning for Information Security Implementation

The CIO and CISO play important roles in translating overall strategic planning into tactical and

operational information security plans information security.
The CISO plays a more active role in the development of the planning details than does the CIO.

The job description for the Information Security Department Manager from Information Security
Roles and Responsibilities Made Easy is:

o Creates a strategic information security plan with a vision for the future of information
security at Company X (utilizing evolving information security technology, this vision meets
a variety of objectives such as management's fiduciary and legal responsibilities, customer
expectations for secure modern business practices, and the competitive requirements of
the marketplace)

¢ Understands the fundamental business activities performed by Company X, and based on
this understanding, suggests appropriate information security solutions that uniquely

protect these activities
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o Develops action plans, schedules, budgets, status reports and other top management
communications intended to improve the status of information security at Company X

Once the organization’s overall strategic plan has been translated into IT and information security
departmental objectives by the CIO, and then further translated into tactical and operational plans

by the CISO, the implementation of information security can begin.

Implementation of information security can be accomplished in two ways: bottom-up or top-down.
Define the bottom-up approach as involving system administrators who work to secure

information systems without coordinated planning from upper management.

Compare the top-down approach to the bottom-up approach. Note the benefits that are available

when supported by upper-management.

Top-down approach —
initiated by top management

e
CEO
VAR
L/ 1 1
CFO clo coo
A 1 1 §
VP VP
e Systems| | Networks
| | |
Security| |Systems| | Network
Mar Mar Magr
| | I
Security| |Systems| | Network
Admin Admin Admin
| | I

Security| |Systems| | Network
\ 4 Tech Tech Tech

Bottom-up approach — initiated by
administrators and technicians

The top-down approach, in contrast, has strong upper management support, a dedicated
champion, usually assured funding, a clear planning and implementation process, and the ability
to influence organizational culture. High-level managers provide resources, give direction, issue
policies, procedures and processes, dictate the goals and expected outcomes of the project, and
determine who is accountable for each of the required actions. The most successful top-down
approach also involves a formal development strategy referred to as the systems development

life cycle. For any top-down approach to succeed, however, high-level management must buy
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into the effort and provide all departments with their full support.

Such an initiative must have a champion—ideally, an executive with sufficient influence to move
the project forward, ensure that it is properly managed, and push for acceptance throughout the
organization. Involvement and support of the end users is also critical to the success of this type

of effort.

A joint application design (JAD) team is a group of individuals who are affected by a project that
are assigned to a team to assist in development. Recommended key steps for a JAD, are the

identification of project objectives and limitations, or identification of critical success factors.
Introduction to the Security Systems Development Life Cycle

The general systems development life cycle (SDLC) is a methodology for the design and

implementation of an information system in an organization widely used in IT organizations.

A methodology is a formal approach to solving a problem based on a structured sequence of
procedures. Using a methodology ensures a rigorous process, and increases the likelihood of

achieving the desired final objective.

The impetus to begin a SDLC-based project may be event-driven, that is, started in response to
some event in the business community, inside the organization, or within the ranks of employees,
customers or other stakeholders. Or it could be plan-driven, that is, the result of a carefully
developed planning strategy.

At the end of each phase, a structured review or reality check takes place, during which the team
and its management-level reviewers determine if the project should be continued, discontinued,

outsourced, or postponed until additional expertise or organizational knowledge is acquired.
Investigation
It identifies the problem that the system being developed is to solve.

Beginning with an examination of the event or plan that initiates the process, the objectives,

constraints, and scope of the project are specified.

A preliminary cost/benefit analysis is developed to evaluate the perceived benefits and the

appropriate costs for those benefits.
Analysis

The analysis phase begins with the information learned during the investigation phase. This phase

assesses the organization’s readiness, its current systems status, and its capability to implement
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and then support the proposed systems.

Analysts determine what the new system is expected to do, and how it will interact with existing
systems.

Logical Design

In the logical design phase, the information obtained during the analysis phase is used to create

a proposed system-based solution for the business problem.

Based on the business need, the team selects systems and/or applications capable of providing

the needed services.

Finally, based on all of the above, the team selects specific types of technical controls that might

prove useful when implemented as a physical solution.
The logical design is the implementation independent blueprint for the desired solution.
Physical Design

During the physical design phase, the team selects specific technologies that support the
alternatives identified and evaluated in the logical design.

The selected components are evaluated further as a make-or-buy decision, then a final design is

chosen that integrates the various required components and technologies.
Implementation

In the implementation phase, the organization’s software engineers develop any software that is

not to be purchased, and take steps to create integration modules.

These customized elements are tested and documented.

Users are trained and supporting documentation is created.

Once all components have been tested individually, they are installed and tested.
Maintenance

This phase consists of the tasks necessary to support and modify the system for the remainder

of its useful life cycle.

Periodically, the system is tested for compliance, and the feasibility of continuance versus

discontinuance is evaluated.

Upgrades, updates, and patches are managed.
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When the current system can no longer support the changed mission of the organization, it is

terminated and a new systems development project is undertaken.
The Security Systems Development Life Cycle (SecSDLC)

The security systems development life cycle (SecSDLC), may differ in several specific activities,

but the overall methodology is the same.

The SecSDLC process involves the identification of specific threats and the risks that they
represent, and the subsequent design and implementation of specific controls to counter those

threats and assist in the management of the risk.
Investigation in the SecSDLC

The investigation phase of the SecSDLC begins with a directive from upper management
specifying the process, outcomes, and goals of the project, as well as its budget and other

constraints.

Frequently, this phase begins with the affirmation or creation of security policies on which the
security program of the organization is or will be founded.

Teams of managers, employees, and contractors are assembled to analyze problems, define their
scope, specify goals and objectives, and identify any additional constraints not covered in the
enterprise security policy.

Finally, an organizational feasibility analysis determines whether the organization has the

resources and commitment to conduct a successful security analysis and design.
Analysis in the SecSDLC

The development team created during the investigation phase conducts a preliminary analysis of
existing security policies or programs, along with documented current threats and associated

controls.

This phase also includes an analysis of relevant legal issues that could affect the design of the

security solution.
The risk management task also begins in this stage.
Risk Management

Risk management is the process of identifying, assessing, and evaluating the levels of risk facing

the organization, specifically the threats to the organization’s security and to the information
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stored and processed by the organization.

“If you know the enemy and know yourself, you need not fear the result of a hundred battles. If
you know yourself but not the enemy, for every victory gained you will also suffer a defeat. If you

know neither the enemy nor yourself, you will succumb in every battle.”

To better understand the analysis phase of the SecSDLC, you should know something aboutthe
kinds of threats facing organizations in the modern, connected world of information technology
(or IT).

In this context, a threat is an object, person, or other entity that represents a constant danger to

an asset.

Table 2-1 — Threats to Information Security:

Categories of threat

Examples

1. Acts of human error or failure

Fa

Comprornises to intellectual property

Ll

. Deliberate acts of espionage or trespass
4. Deeliberate acts of information extortion
5. Deliberate acts of sabotage or vandalism
&. Deliberate acts of theft

-

Accidents, emnployee mistakes

Piracy, copyright infringement
Unauthorized access and/for data collection
Blackmail of information disclosure
Destruction of systems or informaticn

Hlegal confiscation of equipment or
information

-]

. Deliberate software attacks

L= a]

. Deviations in quality of service
from service providers

=]

. Forces of nature
10, Technical hardware failures or errors
11. Technical software failures or errors

12, Technological obsolescence

Viruses, worms, macros, denial-of-service

Power and WA service issues

Fire, flood, earthquake, lightning
Equipment failure
Bugs, code problems, unknown loopholes

Antiquated or outdated technologies

An attack is a deliberate act that exploits a vulnerability.

It is accomplished by a threat agent that damages or steals an organization’s information or

physical asset.

An exploit is a technique or mechanism used to compromise a system.

A vulnerability is an identified weakness of a controlled system in which necessary controls are

not present or are no longer effective.

An attack is the use of an exploit to achieve the compromise of a controlled system.
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Common attacks include:

e Malicious code.

¢ Hoaxes

e Back doors.

e Password crack.

e Brute force.

« Dictionary.

* Denial-of-service (DoS) and distributed denial-of-service (DDoS).
e Spoofing.

¢ Man-in-the-middle
e Spam.

¢ Mail bombing.

e Sniffer.

e Social engineering.
e Buffer overflow

¢ Tim